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Abstract

Phylogenetic markers are widely used in DNA barcoding, DNA taxonomy, and amplicon based metagenomics. In this thesis, we address problems with phylogenetic marker analysis by developing novel models and algorithms. We present the Poisson Tree Processes (PTP) model for species delimitation using single-locus phylogenetic markers. We develop and test algorithms for maximum likelihood inference under the PTP model, and extend the PTP model using a Bayesian framework. Further, employing the species delimitation method, we develop a new algorithm - PhyloMap, for visualizing large phylogenetic marker data sets. We also describe and make available an accurate and robust paired-end reads merger for the Illumina Next-Generation Sequencing (NGS) platform. Finally, we integrate PTP with the Evolutionary Placement Algorithm (EPA) to delimit species in amplicon based metagenomic data.
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CHAPTER 1

Introduction

1.1 Motivation

Computational molecular phylogenetics is the study of evolutionary relationships among groups of organisms through mathematical models of molecular sequences [187]. The molecular sequences used in such studies usually come from phylogenetic markers. Phylogenetic markers are molecular sequences ubiquitous in all organisms under study and carry strong phylogenetic signal [17, 75, 89, 135, 141]. Several commonly used phylogenetic markers in phylogenetic studies include the 16S ribosomal RNA (16S) from prokaryotes [183], the cytochrome c oxidase I gene (COI) and the cytochrome b gene (cyt-b) from animals [172], the RuBisCO large subunit (rbcL) from plants [147], and the internal transcribed spacer (ITS) from fungi [83]. Other phylogenetic markers, which are often house keeping genes, have also been identified and used in phylogenetic studies [3, 24, 76, 138, 176, 196].

Besides inferring phylogenies, phylogenetic markers have a plethora of additional applications, including DNA barcoding, DNA taxonomy, and metagenetics (amplicon based metagenomics).

DNA barcoding is a technique for species identification based on short DNA sequences [148]. Phylogenetic marker sequences from unknown individuals are compared to databases of voucher sequences with given taxonomic units or species classification. The main goal of DNA barcoding is not to discover or define new species, but to label the query sequence [168]. Thus, it requires a most comprehensive database. A large database, BOLD: The Barcode of Life Data System [131], has been constructed in an inter-
national effort to aid the acquisition, storage, analysis and publication of DNA barcode records. BOLD currently contains more than 3.2 million specimens (as of June 2014) with phylogenetic marker sequences for eukaryotes [http://www.barcodinglife.org](http://www.barcodinglife.org).

DNA taxonomy, as its name suggests, uses phylogenetic marker sequences as taxonomic references [175]. DNA taxonomy differs from DNA barcoding because the central analytical task is to classify phylogenetic marker sequences into entities that correspond to species, rather than (re-)identifying known species [67, 167, 175]. Once species boundaries have been established, those phylogenetic markers can also be used to supplement and refine the existing DNA barcode databases [175].

With the advances in the Next-Generation Sequencing (NGS) technologies [118], phylogenetic markers are being used in metagenetic studies for profiling microbial communities [19]. NGS technologies combined with universal PCR primers [88], provide an efficient and cost-effective way for sequencing the hypervariable regions of phylogenetic markers (typically 16S rRNA), in a culture-independent way. Those marker sequences serve as a surrogate that allows us to investigate the composition and diversity of microbial communities. Using this technique, recent studies have linked the dysfunction of the human microbiota with diseases such as diabetes [129], obesity [93], vaginosis [132], and inflammatory bowel diseases (IBD) [59]. Similar metagenetic approaches have also been employed in studying microscopic eukaryotic biodiversity [12], and in DNA metabarcoding of plants and animals [26].

Metagenetic studies can yield a large amount of short reads (DNA sequences), a typical Illumina MiSeq run produces over 25 million reads (as of 2014, [http://www.illumina.com/systems/sequencing.ilmn](http://www.illumina.com/systems/sequencing.ilmn)). Such large data sets pose new challenges for bioinformatics. Dedicated pipelines and tools for analyzing metagenetic data, such as QIIME [18], mothur [150] and UPARSE [45], are under active development. These approaches share three important steps. In the first step, the raw reads are preprocessed, for instance by merging paired-end reads, applying quality filters and removing adapters [12, 14]. In the second step, the reads are grouped into entities that are intended to correspond to species. However, this represents a significant challenge for metagenetic data analysis, due to the difficulties with the species concept in bacteria and the lack of robust methods. Thus, the reads are clustered into so-called Molecular Operational Taxonomic Units (MOTUs) based on a predefined, mostly arbitrary, sequence similarity cutoff. Here, MOTUs are considered as a proxy for species [26, 88]. In the third step, MOTUs are classified taxonomically [18, 179] by comparison to references sequences with known taxonomic classifications [28, 105, 130].

In this thesis, we address several problems relating to the analysis of phy-
logenetic marker data sets. Firstly, we introduce new statistical models for species delimitation. As already mentioned, species delimitation is key to most studies involving phylogenetic markers. Secondly, we develop a novel algorithm for visualizing large samples of phylogenetic markers. It also provides a means for visual inspection of species delimitation results. Thirdly, we introduce a software for merging the paired-end reads, which may increase the reads length. Longer reads carry more information and enable us to use phylogeny-aware methods for analyzing metagenetic data. Finally, we develop a phylogeny-aware analysis pipeline to delimit species on metagenetic data.

1.2 Scientific Contribution

One central analytical task in phylogenetic marker analysis is to delimit species using molecular sequences. Despite its importance, currently the only widely used species delimitation method for single locus data that deploys a species concept, and does not require a priori definition of group memberships (such as BP&P [188]), is the Generalized Mixed Yule Coalescent model (GMYC) [61, 62, 92]. We have developed a new approach called Poisson Tree Processes (PTP) model for species delimitation using single locus phylogenetic marker data. We show that, our PTP model outperforms the GMYC in terms of delimitation accuracy, and it also greatly simplifies species delimitation process by only requiring phylogenetic input trees, instead of ultrametric trees. We have also extended the PTP model using a Bayesian framework. The Bayesian PTP model can use a single, fixed phylogenetic tree, as well as sets of phylogenetic trees derived from Bayesian phylogenetic tree inferences. PTP has already been used to delimit species for many organisms (e.g., [13, 108, 157, 169, 173], and PTP has also been applied to study virus lineages of hantaviruses [21].

Data sets used in DNA taxonomy sometimes involve a large number of sequences. A phylogenetic tree with up to a few hundreds sequences can be displayed on a computer screen, or be printed on an A4 sheet of paper. It becomes increasingly difficult to visualize larger phylogenetic trees. Thus, alternative visualization methods are needed to display large phylogenetic marker sets, and to inspect species delimitation results. In this thesis, we present a novel method called PhyloMap, for visualizing large phylogenetic marker data sets. It combines phylogenetic tree inference, species delimitation and principal coordinates analysis to generate an easy-to-interpret visualization of a large sequence data sets.

In early metagenetic studies, the Roche 454 platform was often considered
superior to the Illumina platform \[65\], because the Roche 454 produces reads of 350 to 450 bp, while the Illumina reads only range from 75 to 100 bp \[19\]. Recently, the Illumina MiSeq platform acquired the ability to produce \(2 \times 300\) bp paired-end reads. With a careful experimental design \[65\], the reads can span over 550 bp of target DNA fragments. The Illumina MiSeq platform can generate over 25 million reads per run, compared with 1 million reads per run on a 454 plate \[182\]. In order to leverage these advantages of the Illumina platform, the paired-end reads first must be merged. In this thesis, we describe an Illumina paired-end read merging software - PEAR. We show that, PEAR outperforms all competing mergers in terms of accuracy, false-positive rate, and run times.

As explained above, the specie concept, although biologically more meaningful, has rarely been deployed in metagenetic studies. We introduce an open reference species delimitation approach by integrating PTP with the Evolutionary Placement Algorithm \[10\] (EPA-PTP). The EPA-PTP pipeline is the first integrated approach for analyzing metagenetic data that combines the phylogenetic placement approach with an explicit statistical criterion for species delimitation. EPA-PTP represents the first step towards a full phylogeny-aware analysis pipeline for metagenetic data.

The scientific work presented in this thesis has been published in 3 journal articles \([191, 192, 193]\). Research on other topics related to bioinformatics not covered by this thesis was published in 2 journal articles and 1 peer-reviewed conference paper. These articles covered work on Influenza virus database design and sequence analysis \[22\], human DNA methylation and cancer data collection and database construction \[72\], and the multiprocessor scheduling problem in phylogenetics \[194\].

### 1.3 Structure of The Thesis

The rest of this thesis is divided in three parts. Part 1 includes chapters 2 and 3; it gives the mathematical background, and provides a brief introduction to evolutionary models and phylogenetic tree inference. Part 2 includes chapters 4 to 6. This part covers the PTP model for species delimitation, the Bayesian extension of PTP, and the PhyloMap visualization approach. Part 3 focuses on NGS data analysis and includes chapters 7 and 8. Finally, we conclude and discuss future work in chapter 9.
CHAPTER 2

An Introduction to Stochastic Processes

This chapter introduces the basic concepts of stochastic processes, the mathematical basis of this thesis.

The probabilistic models for phylogenetic tree inference described in chapter 3 are Markov processes, the PTP model (chapter 4) for species delimitation is closely related to Poisson processes, and the Bayesian extension of the PTP model in chapter 5 uses Markov Chain Monte Carlo techniques to sample posterior distributions. Stochastic processes are also fundamental to many other applications in biological sequence analysis such as hidden Markov models for sequence similarity search and alignment [80, 136], and coalescent theory [178].

In the following, I introduce the basic concepts and main theories used in this thesis without proofs. More details are provided in textbooks on stochastic processes [40, 91]. Part of the notation and terminology in this chapter follows [52].

2.1 Important Probability Distributions

In this Section, I review important probability distributions and their relationships, namely the Bernoulli, Binomial, Geometric, Poisson, Exponential, and Gamma distributions. Throughout the text, we use $\text{Prob}(a)$ to denote the probability of $a$. 
First, we review a few terms for probability and statistics.

**Definition 1** A random variable is a function that assigns a real number to each possible outcome in the sample space.

**Definition 2** The cumulative distribution function $F$ for a random variable $X$ is defined as:

$$F(x) = \text{Prob}\{X \leq x\}.$$  \hspace{1cm} (2.1)

**Definition 3** For a discrete random variable $X$, a function $f$ is called its probability mass function if

$$f(x) = \text{Prob}\{X = x\}$$  \hspace{1cm} (2.2)

for all $x$ in the range of $X$.

**Definition 4** For a continuous random variable $X$, a function $g$ is called its probability density function if

$$\int_{a}^{b} g(u)du = \text{Prob}\{a \leq X \leq b\}$$  \hspace{1cm} (2.3)

for all $a, b$ in the range of $X$.

**Definition 5** The mean, or the expected value of a random variable $X$ is

$$E(X) = \sum x f(x)$$  \hspace{1cm} (2.4)

for a discrete random variable, or

$$E(X) = \int x g(x)dx$$  \hspace{1cm} (2.5)

for a continuous random variable.

If $\varphi(X)$ is a function of $X$, then the expected value of $\varphi(X)$ is

$$E[\varphi(X)] = \sum \varphi(X) f(x)$$  \hspace{1cm} (2.6)

for a discrete random variable, or

$$E[\varphi(X)] = \int \varphi(X) g(x)dx$$  \hspace{1cm} (2.7)

for a continuous random variable.
2.1. IMPORTANT PROBABILITY DISTRIBUTIONS

Definition 6 The variance of a random variable $X$ is:

$$V(X) = E[(X - E(X))^2] = E[X^2] - (E(X))^2. \quad (2.8)$$

Next, I introduce four discrete probability distributions.

Definition 7 The random variable $X$ follows a Bernoulli distribution if there exists $p$, where $0 < p < 1$ and the probability mass function of $X$ can be written as:

$$f(x) = p^x(1-p)^{1-x} \text{ for } x \in \{0, 1\}. \quad (2.9)$$

The number $p$ is often thought of as the probability of a success.

$$E(X) = p \text{ and } V(X) = p(1-p). \quad (2.10)$$

Definition 8 If a Binomial random variable $X$ is the sum of $n$ independent Bernoulli distributed random variables with the same probability $p$ of success, the probability mass function can be written as

$$f(x) = \frac{n!}{x!(n-x)!} p^x(1-p)^{n-x} \text{ for } x = 0, 1, 2, ..., n. \quad (2.11)$$

Thus, a binomial distribution explains the number of successes in repeated experiments. Note that $n$ is given and forms part of a particular instance of a Binomial distribution. Thus, $n$ is not a parameter. The name “binomial” comes from the binomial theorem: let $Q = p$ and $P = 1 - p$

$$(Q + P)^n = Q^n + nQ^{n-1}P + ... + nQP^{n-1} + P^n = f(0) + f(1) + ... + f(n-1) + f(n). \quad (2.12)$$

$$E(X) = np \text{ and } V(X) = np(1-p). \quad (2.13)$$

Definition 9 A random variable $X$ has a geometric distribution if there exists $p$, $0 < p < 1$, and its probability mass function can be written as:

$$f(x) = (1-p)^x p. \quad (2.14)$$

The geometric distribution describes the probabilities of repeated experiments until first success, i.e., $x$ failures followed by a success.

$$E(X) = \frac{1-p}{p}, V(X) = \frac{1-p}{p^2}. \quad (2.15)$$
Definition 10 A random variable $X$ has a Poisson distribution if there is a real number $\lambda > 0$ such that the probability mass function of $X$ can be written as

$$f(x) = \frac{\lambda^x e^{-\lambda}}{x!} \text{ for } x = 0, 1, \ldots$$

(2.16)

Here $\lambda$ is the rate of occurrence of a specific event, that is, the average number of its occurrence per unit time.

$$E(X) = \lambda, \ V(X) = \lambda$$

(2.17)

The Poisson distribution is the limiting form of the Binomial distribution when $n$ is large and $p$ is small. If we let $\lambda := np$ and substitute $p$ in Equation 2.11 by $\lambda/n$:

$$f(x) = \frac{n!}{x!(n-x)!} p^x (1-p)^{n-x}$$

$$= \frac{n!}{x!(n-x)!} \frac{\lambda^x}{n^x} (1 - \frac{\lambda}{n})^{n-x}$$

(2.18)

As $n \rightarrow \infty$, the expression in the first square bracket will tend to 1 and the expression in the last square bracket will tend to $e^{-\lambda}$, because $(1 - \frac{\lambda}{n})^n \rightarrow e^{-\lambda}$ and $(1 - \frac{\lambda}{n})^{-x} \rightarrow 1$.

In the following, I introduce two continuous probability distributions.

Definition 11 A random variable $X$ has an exponential distribution if there is a number $\lambda > 0$ such that the probability density function of $X$ is

$$f(x) = \lambda e^{-\lambda x} \text{ for } x \geq 0$$

(2.19)

The cumulative probability function is:

$$F(x) = \text{Prob}(X \leq x) = \int_0^x \lambda e^{-\lambda x} dx = 1 - e^{-\lambda x} \text{ for } x \geq 0$$

(2.20)

$$E(X) = \frac{1}{\lambda}, \ V(X) = \frac{1}{\lambda^2}$$

(2.21)

The exponential distribution is the continuous analogue of the geometric distribution, it is often used to model waiting times between events. To see the connection between the Exponential distribution and the Poisson distribution, consider a certain event occurring with rate $\lambda$. Then, the average
number of events that occur in time $t$ is $\lambda t$. Hence, the number of events in time $t$ follows a Poisson distribution with mean $\lambda t$. The probability of no event taking place within $t$ is $e^{-\lambda t}$, that is

$$\begin{align*}
\text{Prob}[X > t] &= e^{-\lambda t} \\
\text{Prob}[X \leq t] &= 1 - e^{-\lambda t}.
\end{align*}$$

The exponential distribution has the so-called “lack of memory” property:

$$\text{Prob}\{X > t + s|X > t\} = \text{Prob}\{X > s\}. \quad (2.23)$$

Given two sets $A$ and $B$, we use the fact that if $B \subset A$, then $\text{Prob}(B|A) = \text{Prob}(B)/\text{Prob}(A)$:

$$\frac{\text{Prob}\{X > t + s|X > t\}}{\text{Prob}\{X > t\}} = \frac{e^{-\lambda(t+s)}}{e^{-\lambda t}} = e^{-\lambda s} = \text{Prob}\{X > s\}. \quad (2.24)$$

Finally, we introduce the Gamma distribution:

**Definition 12** A random variable $X$ has a Gamma distribution if its probability density function can be written as

$$f(x) = \frac{x^{\alpha-1}e^{-x/\beta}}{\beta^\alpha \Gamma(\alpha)} \text{ for } x, \alpha, \beta > 0. \quad (2.25)$$

Then

$$E(X) = \beta \alpha, V(X) = \beta^2 \alpha, \quad (2.26)$$

where $\alpha$ is called the shape parameter, and $\beta$ is called the scale parameter. Varying values of the shape parameter $\alpha$ result in different shapes of the probability density function, while varying the scale parameter tends to “stretch” or “compress” the probability density function along the x-axis. If $\alpha$ is an integer, then the distribution represents an Erlang distribution, that is, the sum of $\alpha$ independent exponentially distributed random variables, each of which has a rate parameter of $1/\beta$.

### 2.2 Markov Chains

First we give some basic definitions of stochastic processes:

**Definition 13** A stochastic process $\{X_n; n \geq 0\}$ is a sequence of random variables indexed by time $n$. 


If \( n \) is a subset of the nonnegative integers \( \{0, 1, 2, \ldots\} \), we call the process a discrete time process; if \( n \) is a subset of the nonnegative real numbers \( [0, \infty) \), we call the process a continuous time process.

**Definition 14** The states of a stochastic process are the possible values of \( X_n \), the set of all states is called the state space.

The state space can be discrete, for instance, the four nucleotides A, T, G and C; or continuous, for instance, all the real numbers.

### 2.2.1 Basic Concepts

In this section we discuss a special class of stochastic processes that satisfy the Markov property. The Markov property states that, to predict the future state, it suffices to consider only the current state and not the history of states.

**Definition 15** Consider a discrete-time stochastic process and let \( X_n \) be the states. We say that \( \{X_n\} \) is a discrete time Markov chain with a transition probability matrix \( P(i, j) \), if for any \( j, i, i_{n-1}, \ldots, i_0 \), \( \text{Prob}(X_{n+1} = j|X_n = i, X_{n-1} = i_{n-1}, \ldots, X_0 = i_0) = P(i, j) \).

The transition probability matrix \( P(i, j) = \text{Prob}(X_{n+1} = j|X_n = i) \) has the following properties:

1. \( P(i, j) \geq 0 \).
2. \( \sum_j P(i, j) = 1 \), that is, the rows of the matrix \( P(i, j) \) sum to 1, because the transition probability from state \( i \) to other states (including state \( i \)) must sum to 1.

\( P(i, j) \) gives the probability of going from state \( i \) to state \( j \) in one step, and let \( P^{(m)}(i, j) = \text{Prob}(X_{n+m} = j|X_n = i) \) be the probability of going from state \( i \) to state \( j \) in \( m \) steps. Before we show how to calculate \( P^{(m)}(i, j) \), we first need to introduce the Chapman-Kolmogorov equation:

\[
P^{(n)}(i, j) = \sum_{k=1}^{\infty} P^{(s)}(i, k)P^{(n-s)}(k, j), 0 \leq s \leq n. \tag{2.27}
\]

Using the Chapman-Kolmogorov equation:

\[
P^{(m+1)}(i, j) = \sum_{k=1}^{\infty} P^{(m)}(i, k)P(k, j), \tag{2.28}
\]

thus, we have

**Theorem 2.2.1** \( P^{(m)}(i, j) = [P^{(1)}(i, j)]^m \), i.e., the \( m \) steps transition probability matrix is the \( m \)th power of the one step transition probability matrix.
2.2. MARKOV CHAINS

2.2.2 Classification of States

In order to explain the main theorem of Markov chains in subsection 2.2.3, we first need to introduce some notation.

**Definition 16** Consider a state \( j \) in the state space of a Markov chain. We define a random variable \( T^j \) as the time it takes to reach state \( j \) from any other states for the first time. This random variable is called first passage times, mathematically,

\[
T^j = \min\{n \geq 1 : X_n = j\} .
\]

(2.29)

The first passage time is used when we are interested in whether we can reach certain states.

**Definition 17** The probability of reaching a state \( j \) at least once, given that the initial state was \( i \), is called the first passage probability, denoted by \( F(i, j) \), where:

\[
F(i, j) = \text{Prob}(T^j < \infty | X_0 = i) .
\]

(2.30)

**Definition 18** We define a random variable denoted by \( N^j \), which is equal to the total number of visits to state \( j \) in \( n \) steps of the Markov chain, where \( n \to \infty \).

For \( N^j \), we are interested in its expected value.

**Definition 19** The expected number of visits to state \( j \) given an initial state \( i \) is denoted by \( R(i, j) \):

\[
R(i, j) = E[N^j | X_0 = i] .
\]

(2.31)

Using the above notation, we can now define two types of states in Markov chains:

**Definition 20** A state \( j \) is called transient if \( F(j, j) < 1 \), or equivalently, \( R(j, j) < \infty \). A state \( j \) is called recurrent if \( F(j, j) = 1 \), or equivalently, \( R(j, j) = \infty \).

A state \( j \) is transient if starting in state \( j \), the Markov chain will eventually leave state \( j \) and never return; and a state \( j \) is recurrent if starting in state \( j \), the Markov chain will continuously revisit state \( j \).

**Definition 21** Let \( P \) be the transition probability matrix of a Markov chain, and \( C \) be a set of states contained in its state space. \( C \) is said to be closed if:

\[
\sum_{j \in C} P(i, j) = 1, \text{ for all } i \in C .
\]

(2.32)
Definition 22. A closed set of states that does not contain a subset which is also closed is called an irreducible set. A single state forms an irreducible set by itself and is called an absorbing state. If a Markov chain reaches an absorbing state, the chain will never leave that state.

Next we introduce two theorems that can help us to determine the class of the states and to identify irreducible sets.

Theorem 2.2.2. All states within an irreducible set are of the same state type, that is, transient or recurrent.

Definition 23. State $j$ can be reached from state $i$ if there exists a positive integer $n$, such that $p^{(n)}(i,j) > 0$, this relationship is denoted as $i \rightarrow j$. If $i \rightarrow j$ and $j \rightarrow i$ both hold, we say $i$ and $j$ communicate, denoted as $i \leftrightarrow j$.

Using the notion of communication, we have the following theory:

Theorem 2.2.3. The closed set of states $C$ is irreducible if and only if all states in $C$ communicate with each other.

Finally, we define the period of a state:

Definition 24. The period of a state is the greatest common divisor of $\{n \geq 0: P^{(n)}(x,x) > 0\}$, if state $j$ has a period of 1, then state $j$ is called aperiodic. If all states of the Markov chain are aperiodic, then the Markov chain is aperiodic.

There is a simple way to check if a state is aperiodic:

Lemma 2.2.4. If $P(x,x) > 0$, then state $x$ has period 1.

2.2.3 Steady-State Behavior

In this section we discuss the long-term behavior of Markov chains.

Theorem 2.2.5. Let $\{X_n\}$ be a Markov chain with finite state space and a transition probability matrix $P(i,j)$. If the entire state space forms an irreducible, recurrent set, and all states are aperiodic, then

$$\pi(j) = \lim_{n \to \infty} \text{Prob}(X_n = j|X_0 = i), \text{ for any states } i$$

(2.33)

$\pi$ is the solution to:

$$\pi P(i,j) = \pi, \text{ and } \sum_i \pi(i) = 1$$

(2.34)
Indeed, if we let a matrix

\[ \Pi = \lim_{n \to \infty} P^{(n)}(i, j). \] (2.35)

The rows of \( \Pi \) are identical and each row equals \( \vec{\pi} \). If we let \( \vec{\gamma} \) be a vector whose elements sum to 1, then

\[ \lim_{n \to \infty} \vec{\gamma} P^{(n)}(i, j) = \vec{\pi}, \] (2.36)

\( \vec{\pi} \) is called a stationary, equilibrium, or steady-state probability distribution of the Markov chain.

2.3 Markov Processes

2.3.1 Basic Definitions

**Definition 25** The continuous stochastic process \( \{Y_t\} \) with a finite state space \( E \) is a Markov process if for all \( j \in E \) and \( t, s \leq 0 \)

\[ \text{Prob}(Y_{t+s} = j|Y_u; u \leq t) = \text{Prob}(Y_{t+s}|Y_t). \] (2.37)

The definition of Markov processes requires that the Markov property holds for all future times. If we think of time \( t \) as the present time, the left-hand side of Equation 2.37 predicts future time \( s \) from the present given all the past up to and including the current time \( t \). The right-hand side of the equation tells us that the prediction only depends on the current time \( t \).

There are two important elements in the Markov process: the times between events and the probabilities of switching to a certain state; so we have the following definitions:

**Definition 26** Let \( \{Y_t\} \) be a Markov process with finite state space \( E \) and jump times denoted by \( T_0, T_1, \ldots \) and the embedded Markov chain at jump time as \( \{X_k\} \). The time between jumps, that is, \( T_{n+1} - T_n \) is called the sojourn time, and it follows the exponential distribution for state \( i \in E \) with rate \( \lambda(i) \). The quantity \( \lambda(i) \) is called the mean sojourn rate for state \( i \). The embedded Markov chain has a transition probability matrix \( P(i, j) \) with \( P(i, i) = 0 \) and satisfies:

\[ \text{Prob}(T_{n+1} - T_n \leq t|X_n = i) = 1 - e^{-\lambda(i)t} \]

\[ \text{Prob}(X_{n+1} = j|X_n = i) = P(i, j). \] (2.38)
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Here, we set $P(i, i) = 0$ because for the embedded Markov chain, we assume the chain will always jump to a different state in the next step. The transition probability matrix of the embedded Markov chain and the mean sojourn rates can be combined into the so-called generator matrix of the Markov process.

**Definition 27** The generator matrix $Q$ for the Markov process is given by:

$$Q(i, j) = \begin{cases} -\lambda(i) & \text{for } i = j \\ \lambda(i)P(i, j) & \text{for } i \neq j \end{cases},$$

where $Q(i, j)$ is the rate of the process going from state $i$ to state $j$. Assume the transition probabilities $Prob(t)(i, j)$ are continuous and differentiable for $t \geq 0$ and at $t = 0$

$$Prob(0)(i, j) = 0 \text{ for } i \neq j; \ Prob(0)(i, i) = 1.$$  \hspace{1cm} (2.39)

Mathematically, $Q$ is defined as follows:

$$Q(i, j) = \lim_{\Delta t \to 0} \frac{Prob^{(\Delta t)}(i, j) - Prob(0)(i, j)}{\Delta t} = \lim_{\Delta t \to 0} \frac{Prob^{(\Delta t)}(i, j)}{\Delta t} \text{ for } i \neq j$$  \hspace{1cm} (2.40)

$$Q(i, i) = \lim_{\Delta t \to 0} \frac{Prob^{(\Delta t)}(i, i) - Prob(0)(i, i)}{\Delta t} = \lim_{\Delta t \to 0} \frac{Prob^{(\Delta t)}(i, i) - 1}{\Delta t}.$$  \hspace{1cm} (2.41)

Since the row sum of $Prob^{(t)}(i, j)$ must be 1 (Definition 15),

$$Prob^{(\Delta t)}(i, i) = 1 - \sum_{j=0, i \neq j}^{\infty} Prob^{(\Delta t)}(i, j) = 1 - \sum_{j=0, i \neq j}^{\infty} [Q(i, j)\Delta t + o(\Delta t)],$$  \hspace{1cm} (2.42)

thus

$$Q(i, i) = \lim_{\Delta t \to 0} \frac{-\sum_{j=0, i \neq j}^{\infty} [Q(i, j)\Delta t + o(\Delta t)]}{\Delta t} = -\sum_{j=0, i \neq j}^{\infty} Q(i, j).$$  \hspace{1cm} (2.43)

### 2.3.2 Steady-State Behavior

In discussing the steady-state behavior of the Markov chains (section 2.2), we had to classify states. Fortunately, the states of a Markov process can be easily classified using its embedded Markov chain. A state in a Markov
process is recurrent if it is recurrent in the embedded Markov chain; a state in a Markov process is transient if it is transient in the embedded Markov chain; a set of states is irreducible if it is irreducible for the embedded chain.

We use \( \pi(j) \) to denote the steady-state probability of state \( j \) in the embedded Markov chain, then we have the steady state of probability for state \( j \) in a Markov process if all the states form an irreducible, recurrent set:

\[
p(j) = \lim_{t \to \infty} \text{Prob}(Y_t = j | Y_0 = i) = \frac{\pi(j)/\lambda(j)}{\sum_{i \in E} \pi(i)/\lambda(i)} . \tag{2.44}
\]

Using the generator matrix, we can derive the steady-state probabilities \( p \) directly, \( p \) is the solution to

\[
pQ = 0 \quad \sum_{j \in E} p(j) = 1 . \tag{2.45}
\]

### 2.3.3 Time-dependent Transition Probabilities

In this section, we introduce how to calculate the transition probability of a Markov process over time \( t \). We first review matrix exponentiation. Recall that for a real value \( a \):

\[
e^a = \sum_{n=0}^{\infty} \frac{a^n}{n!} , \tag{2.46}
\]

analogously, we define the exponentiation of a matrix \( A \) as:

\[
e^A = \sum_{n=0}^{\infty} \frac{A^n}{n!} . \tag{2.47}
\]

Let \( \{X_t\} \) be a Markov process with a generator matrix \( Q \), then

\[
\begin{align*}
\text{Prob}(X_{t+\Delta t} = j | X_0 = i) \\
= \text{Prob}(X_t = j | X_0 = i)\text{Prob}(X_{\Delta t} = j | X_t = j) \\
+ \sum_{k \neq j} \text{Prob}(X_t = k | X_0 = i)\text{Prob}(X_{\Delta t} = j | X_t = k) \\
= \text{Prob}(X_t = j | X_0 = i)[1 + Q(j,j)\Delta t + o(\Delta t)] \\
+ \sum_{k \neq j} \text{Prob}(X_t = k | X_0 = i)[Q(k,j)\Delta t + o(\Delta t)] ,
\end{align*}
\]

where \( o(\Delta t) \) denotes an infinitesimal function of \( \Delta t \).
subtracting $\text{Prob}(X_t = j | X_0 = i)$ from both sides, dividing by $\Delta t$ and letting $\Delta t \rightarrow 0$:

$$\text{Prob}'(X_t = j | X_0 = i) = \sum_k \text{Prob}(X_t = k | X_0 = i)Q(k, j) \ . \quad (2.49)$$

Equation 2.49 is called the forward Kolmogorov differential equation. There is also another Equation called the backward Kolmogorov differential equation:

$$\text{Prob}'(X_t = j | X_0 = i) = \sum_k Q(i, k)\text{Prob}(X_t = j | X_0 = k) \ . \quad (2.50)$$

The solution to both the forward and the backward Kolmogorov differential equation with $\text{Prob}(0)(i, i) = 1$ and $\text{Prob}(0)(i, j) = 0$ for $i \neq j$ is

$$\text{Prob}^{(t)}(i, j) = e^{tQ}(i, j) \ . \quad (2.51)$$

An alternative way to understand Equation 2.51 is to consider $\text{Prob}^{(\Delta t)}(i, j) = I + Q\Delta t$, where $I$ is the identity matrix. If we let $n = t/\Delta t$, then

$$\text{Prob}^{(t)}(i, j) = [\text{Prob}^{(\Delta t)}(i, j)]^n = (I + Qt/n)^n = e^{tQ}(i, j) \ . \quad (2.52)$$

For computational purposes, we try to write the $Q$ matrix in the form $Q = ADA^{-1}$, where $D$ is a diagonal matrix. The diagonal elements of $D$ are the eigenvalues of $Q$, and the columns of $A$ are the corresponding eigenvectors of $Q$. This is also known as the spectral decomposition of $Q$. Then computing Equation 2.51 can be simplified to:

$$\text{Prob}^{(t)}(i, j) = e^{tQ}(i, j) = Ae^{tD}A^{-1} \ . \quad (2.53)$$

We will end this section by briefly discussing the detailed balance condition and reversibility.

**Definition 28** A Markov process is said to satisfy the detailed balance condition if

$$\pi(i)Q(i, j) = \pi(j)Q(j, i) \ , \quad (2.54)$$

where $\pi(i)$, $\pi(j)$ are the steady-state probabilities of states $i$ and $j$.

A Markov process that satisfies this condition is also denoted as reversible. In other words, when we observe a reversible Markov process, we cannot tell if it is going forward or backward. Similar conditions hold for Markov chains, a Markov chain is said to satisfy the detailed balance condition if

$$\pi(i)P(i, j) = \pi(j)P(j, i) \ . \quad (2.55)$$
2.3. MARKOV PROCESSES

2.3.4 Birth-and-Death Processes

Birth-and-death processes (BDP) are a class of infinite space Markov processes. In the following, we present the basic BDP terms and a few essential conclusions that will be used in the remainder of this thesis.

Definition 29 Let \( \{X_n\} \) be a Markov process with state space \( \{0, 1, 2, \ldots\} \) (all non-negative integers). We use \( \lambda_n, n = 0, 1, 2, \ldots \) to denote the birth rates and \( \mu_n, n = 0, 1, 2, \ldots \) to denote the death rates. \( \{X_n\} \) is a birth-and-death process if its generator matrix \( Q \) has the following form:

\[
Q = \begin{pmatrix}
-\lambda_0 & \lambda_0 & 0 & 0 & 0 \\
\mu_1 & -(\mu_1 + \lambda_1) & \lambda_1 & 0 & 0 \\
\mu_2 & -(\mu_2 + \lambda_2) & \lambda_2 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots \\
\end{pmatrix}
\]  

(2.56)

In BDP, the state changes will always be from \( n \) to \( n + 1 \), or \( n \) to \( n - 1 \).

Next, we consider the Yule process.

Definition 30 A BDP with \( \mu_n = 0 \), and \( \lambda_n = n\lambda \), where \( \lambda > 0 \), is called a Yule process.

We let \( \text{Prob}^t(n) = \text{Prob}(X_t = n) \), then, for a Yule process:

\[
\text{Prob}^t(n) = e^{-\lambda t}[1 - e^{-\lambda t}n^{-1}], n \geq 1.
\]  

(2.57)

\[
E(X_t) = e^{\lambda t}.
\]  

(2.58)

If we use \( T_i \) to denote the time between state \( i \) and state \( i+1 \) in a Yule process, then \( T_i \) is exponentially distributed with parameter \( \lambda_i \) (Definition 11).

2.3.5 Poisson Processes

In this Section, we introduce another infinite space Markov process called the Poisson process.

Definition 31 Let \( \tau_i, i = 1...n \) be independent exponential random variables with rate \( \lambda \), \( T_n = \sum_{i=1}^{n} \tau_i \) and \( T_0 = 0 \), we define the Poisson process as \( \{X_t\} = \max\{n : T_n \leq t\} \)
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The Poisson process is a birth-and-death process with $\mu_n = 0$, and $\lambda_n = \lambda$.

The state space of a Poisson process consists of nonnegative integers. Here $\tau_i$ can be considered as the arrival times between events, so $T_n$ is the arrival time of the $n_{th}$ event, and $X_t$ is the number of arrivals by time $t$. To explain why $\{X_t\}$ is called a Poisson process rather than an exponential process, we note that $X_t$ follows a Poisson distribution with rate $\lambda t$. If we let $\chi = X_{s+u} - X_s$, then $\chi$ also follows a Poisson distribution with rate $\lambda u$.

We can also show an alternative way of deriving the Poisson distribution using the Poisson process. If $X_{t+\Delta t} = i$, then $X_t = i$ or $i - 1$ ($i \geq 1$ and the probability that $X_t$ was in some other state is $o(\Delta t)$). Then $\text{Prob}(X_{t+\Delta t} = i|X_t = i) = 1 - \lambda \Delta t + o(\Delta t)$, $\text{Prob}(X_{t+\Delta t} = i|X_t = i - 1) = \lambda \Delta t + o(\Delta t)$, so we have

$$
\text{Prob}(X_{t+\Delta t} = i) = \text{Prob}(X_t = i)[1 - \lambda \Delta t + o(\Delta t)] + \text{Prob}(X_t = i - 1)[\lambda \Delta t + o(\Delta t)] + o(\Delta t),
$$

Equation 2.59

substituting $\text{Prob}(X_t = i)$ from both sides and dividing by $\Delta t$:

$$
\text{Prob}'(X_t = i) = \frac{\text{Prob}(X_{t+\Delta t} = i) - \text{Prob}(X_t = i)}{\Delta t}
$$

Equation 2.60

Let $\Delta t \to 0$, then

$$
\text{Prob}'(X_t = i) + \lambda \text{Prob}(X_t = i) = \lambda \text{Prob}(X_t = i - 1), \quad i \geq 1.
$$

Equation 2.61

For $i = 0$,

$$
\text{Prob}(X_{t+\Delta t} = 0) = \text{Prob}(X_t = 0)\text{Prob}(X_{\Delta t} = 0),
$$

Equation 2.62

therefore

$$
\text{Prob}(X_{t+\Delta t} = 0) = \text{Prob}(X_t = 0)[1 - \lambda \Delta t + o(\Delta t)].
$$

Equation 2.63

Similar to Equation 2.59 and Equation 2.60, we get

$$
\text{Prob}'(X_t = 0) = -\lambda \text{Prob}(X_t = 0),
$$

Equation 2.64

solving Equation 2.61 and Equation 2.64, we get

$$
\text{Prob}(X_t = 0) = e^{-\lambda t}
$$

Equation 2.65

and

$$
\text{Prob}(X_t = i) = e^{-\lambda t}(\lambda t)^i / i!.
$$

Equation 2.66

As a final remark for this section, we have been using $t$ to represent time, but “time” should be considered as an abstract concept, it can also be, for instance a “kilometer” or a “mutation”. Thereby we obtain the interpretation of the Poisson distribution, as events “per km” or “per mutation”.
2.4 Markov Chain Monte Carlo Method

2.4.1 Monte Carlo Simulation

The idea of a Monte Carlo simulation is to repeatedly draw random samples from a given target probability distribution. These samples can be used to approximate the target density and obtain numerical results. For instance, suppose that we want to calculate the expectation of $h(\theta)$ over the probability density $p(\theta)$

$$
E(h(\theta)) = \int h(\theta)p(\theta)d\theta.
$$

(2.67)

We can draw $N$ independent samples $\theta_i$ from $p(\theta)$, and then approximate $E(h(\theta))$ as:

$$
E(h(\theta)) \approx \frac{1}{N} \sum_{i=1}^{N} h(\theta_i).
$$

(2.68)

For some simple probability distributions (e.g., the Bernoulli distribution [Definition 7]), we can use the so-called inverse mapping method for drawing samples. Let $F$ be the cumulative distribution function of $p$, and let $U$ be a random variable with a continuous uniform distribution between 0 and 1. If we denote the inverse of $F$ by $F^{-1}$, then the random variable $\Theta$ defined by

$$
\Theta = F^{-1}(U)
$$

(2.69)

has a cumulative distribution function given by $F$. However, it is not always possible to analytically calculate $F^{-1}$. There are other sampling techniques such as rejection sampling and importance sampling, but they usually scale badly with dimensionality [5]. In the next Section, we will introduce a sampling algorithm that can generate samples from $p(\theta)$ by exploring the state space of a Markov chain.

2.4.2 The Metropolis-Hastings Algorithm

The Metropolis-Hastings algorithm constructs a Markov chain that satisfies the detailed balance condition, such that the steady-state probability distribution $\pi(\theta)$, is the same as the probability density $p(\theta)$ from which we want to sample. The state space of the Markov chain consists of all possible values of $\theta$, and the Metropolis-Hastings algorithm actually defines the transition probabilities between states.
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First we need to define the so-called acceptance ratio, which is used to determine whether or not a proposal (see below) is accepted:

\[
\alpha(i, j) = \min \left( 1, \frac{\pi(j)q(i|j)}{\pi(i)q(j|i)} \right),
\]

(2.70)

where \(q(j|i)\) is the proposal distribution of the next sampling value \(j\) given the current value \(i\); \(j\) is thus the proposal given \(i\).

The Metropolis-Hastings algorithm works as follows:

**Input:** Maximal number of iteration \(m\)
Set \(t = 0\);
Initialize \(\theta_t\) with random values;

repeat
    Sample \(\theta'\) from \(q(\theta'|\theta_t)\);
    Draw a random number \(u\) between 0 and 1;
    if \(u \leq \alpha(\theta, \theta')\) then
        Set \(\theta_{t+1} = \theta'\);
    else
        Set \(\theta_{t+1} = \theta_t\);
    end
    \(t = t + 1\);
until \(t > m\);

Algorithm 1: The Metropolis-Hastings Algorithm

If \(q(i|j) = q(j|i)\), that is, the probability of proposal (next sampling value) from \(i\) to \(j\) is equal to the probability of proposal from \(j\) to \(i\), then the above algorithm is called the Metropolis algorithm [184]. If \(q(i|j) \neq q(j|i)\), then the so-called Hastings ratio \(h = q(i|j)/q(j|i)\) is used to correct the acceptance ratio in Equation 2.70 (see [184] for a more detailed introduction).

In Bayesian statistics, we are interested in computing the posterior distribution

\[
f(\theta|X) = \frac{f(\theta)f(X|\theta)}{\int f(\theta)f(X|\theta)d\theta},
\]

(2.71)

where \(f(\theta)\) is the prior distribution of the parameter \(\theta\), \(f(X|\theta)\) is the probability of obtaining the data \(X\) given parameter \(\theta\) and \(\int f(\theta)f(X|\theta)d\theta\) is the normalizing constant. The normalizing constant is often very hard to compute because it involves integrating over \(\theta\). However, using the Metropolis-Hastings algorithm, we can avoid the integration. Note that, if we plug Equation 2.71 into Equation 2.70 we obtain:

\[
\alpha(\theta_i, \theta_j) = \min \left( 1, \frac{f(\theta_j)f(X|\theta_j)q(\theta_j|\theta_i)}{f(\theta_i)f(X|\theta_i)q(\theta_i|\theta_j)} \right),
\]

(2.72)
and the normalizing constant cancels out.

If we initialize $\theta_t$ at random, then the Markov chain will have to run for a number of iterations before it converges to the stationary distribution. Those initial iterations are called the *burn-in period* and should be discarded when analyzing the samples generated by the Markov chain. The Metropolis-Hastings algorithm generates dependent samples from the target distribution, so often we *thin* the chain by sub-sampling every $n_{th}$ iteration to reduce autocorrelations.

## 2.5 Summary

This chapter introduced several important stochastic processes and their relationships. They form the basis for the novel models and algorithms presented later on. They are also the prerequisites for the mathematical models of molecular evolution we introduce in chapter 3. We focused on the derivation of the basic models and illustrated how they are connected. For some models, we also provided multiple interpretations, to better explain how these models can be applied to biological problems.
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CHAPTER 3

Phylogenetic Tree Inference

This Chapter introduces statistical models of evolution and phylogenetic inference. We will see how Markov processes can be used to model DNA sequence changes and how phylogenetic trees can be reconstructed using probabilistic models. At the end of this chapter, we will describe an algorithm that uses a likelihood model to classify unannotated DNA sequences.

3.1 Introduction

DNA is a long polymer consisting of four distinct nucleotides or bases called Adenine (A), Cytosine (C), Guanine (G), and Thymine (T). This long polymer can be represented abstractly as a string from the alphabet \{A, T, G, C\}. We call such a string a DNA sequence. Mathematically, we can consider \{A, T, G, C\} to be the state space (see Definition 14) of a stochastic process. Throughout the thesis, we only discuss DNA sequences, but the models and methods introduced can be used analogously for RNA sequences with \{A, U, G, C\} as state space, and for protein sequences with 20 amino acids (AA) as state space.

Stochastic process models can be applied to model a single DNA sequence, for instance, using a hidden Markov model [80]. Here the nucleotide at the \( t \)th position of the DNA sequence is the state of the Markov chain at time \( t \). But in our application, we assume that each position in the DNA sequence evolves according to an independent stochastic process. That is, if the DNA sequence has a length of \( n \) nucleotides, then we model the sequence using \( n \)...
独立的随机过程。一个单个DNA序列是n个独立随机过程的快照。

为了通过时间来模拟n个独立随机过程，我们需要不止一个序列。DNA序列经常经历替换、插入和删除的进化过程。因此，相关但不同的序列需要对齐才能模型化它们的随机过程。这自然地导致了序列对齐问题。给定一个得分矩阵，两个序列可以通过Needleman–Wunsch算法 [116] 全局对齐，或者通过Smith-Waterman算法 [155] 局部对齐。这两个算法的时间和空间复杂度是$O(mn)$，其中$m$和$n$是两个序列的长度。这些动态规划方法得到了最优解。

然而，多序列对齐是一个更具挑战性的问题。多序列对齐的目标是将$m$个序列排列成一个$m$行$n$列的矩阵，其中矩阵的每一列（或位置）都来自一个祖先序列 [43]。理想情况下，我们希望使用一个对未对齐序列的概率模型，序列替换模型，进化和对齐 [133]。对齐和进化可以同时估计，通过搜索最大化似然函数的解决方案 [55, 133]。这些方法在计算上是不可行的，除非使用模拟退火和启发式搜索算法 [55]，或者Markov Chain Monte Carlo (MCMC) 方法来采样模型的后验分布 [133]。由于模型的复杂性和计算需求的沉重，它只能应用于小数据集 [95]。

在实践中，我们通常将多序列对齐和系统发育推断作为两个不同的问题来处理。对于多序列对齐问题，最常见的启发式算法是构建一个对齐来最大化“良好”的成对序列对齐得分（SP） [46]。优化SP得分已被证明是NP-hard [49]。因此，计算和流行工具中使用的引导树和渐进对齐技术 [133]。它们把MSA问题转化为一系列成对对齐。这些方法通常以未对齐序列作为输入，并尝试优化对齐与目标函数的关系。它们通常被称为“从头”多序列对齐方法 [11]。虽然一些启发式算法用于计算对齐，但“从头”多序列对齐方法在处理来自下一代测序（NGS）实验的数百万读取时仍然可能计算上不可行。另一种方法是使用现有对齐的信息，并将新序列对齐到参考对齐。

虽然一些启发式算法用于计算对齐，但“从头”多序列对齐方法在处理来自下一代测序（NGS）实验的数百万读取时仍然可能计算上不可行。另一种方法是使用现有对齐的信息，并将新序列对齐到参考对齐。
Several tools were developed for this purpose such as HMMALIGN [41], NAST [37], SINA [127], PaPaRa [11], and PAGAN [98]. These tools are computationally efficient and scale well with NGS data, because new sequences are only compared and aligned to the reference alignment and not aligned with each other.

In the following, we only consider the phylogenetic inference problem and always assume that the multiple sequence alignment is given.

### 3.2 Nucleotide Substitution Models

#### 3.2.1 The GTR Model

Assume that we have a DNA sequence of length \( n \), and that each position (or site) of the sequence evolves through time and is independent as well as identically distributed. We model each site with a Markov process. To define a Markov process, we need the state space, which is \{A, C, G, T\} for DNA sequences; and a generator matrix \( Q \), which describes the transition rates among the four nucleotides. One of the most commonly used nucleotide substitution model is the GTR (General Time Reversible) model [185]. The \( Q \) matrix has the following form:

\[
Q = \begin{pmatrix}
\cdot & q_{A,C} & q_{A,G} & q_{A,T} \\
q_{C,A} & \cdot & q_{C,G} & q_{C,T} \\
q_{G,A} & q_{G,C} & \cdot & q_{G,T} \\
q_{T,A} & q_{T,C} & q_{T,G} & \cdot
\end{pmatrix}
= \begin{pmatrix}
\cdot & a\pi_C & b\pi_G & c\pi_T \\
ad\pi_A & \cdot & d\pi_G & e\pi_T \\
b\pi_A & d\pi_C & \cdot & f\pi_T \\
c\pi_A & d\pi_C & e\pi_C & \cdot
\end{pmatrix},
\]

(3.1)

and the diagonal elements of \( Q \) are determined by each row of \( Q \) that needs to sums to 0. The GTR model, as its name suggests, satisfies the detailed balance condition [Definition 28]. Let \( \pi_i \) be the steady-state probability of nucleotide \( i \).

To see the symmetrical relationships of parameters \( a, b, c, d, e, f \) in \( Q \), note that Equation 3.1 can be decomposed into the product of a symmetric matrix and a diagonal matrix:

\[
Q = \begin{pmatrix}
\cdot & a & b & c \\
an & \cdot & d & e \\
b & d & \cdot & f \\
c & e & f & \cdot
\end{pmatrix}
\begin{pmatrix}
\pi_A & 0 & 0 & 0 \\
0 & \pi_C & 0 & 0 \\
0 & 0 & \pi_G & 0 \\
0 & 0 & 0 & \pi_T
\end{pmatrix}.
\]

(3.2)

The three steady-state probabilities (because the four steady-state probabilities must sum to 1, thus only three of them are free parameters) and \( a, b, c, d, e, f \) are free parameters.
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Usually the time unit is unknown, so we use $Q$ to represent the relative transition rates. We can therefore let $f$ always be 1, and multiply the whole matrix by $1/ - \sum_i \pi_i Q(i, i)$, such that the average rate

$$\lambda = \sum_{i,j} \pi_i Q(i, j) = 1 \text{ for } i \neq j. \quad (3.3)$$

The GTR model has therefore eight free parameters. Many other popular nucleotide substitution models are special cases of GTR with restrictions on the steady-state probabilities and/or $a, b, c, d, e, f$. These derived models are nested within GTR and have a lower number of free parameters. Table 3.1 provides a list of those models and how their parameters are restricted with respect to GTR.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\pi_i$</th>
<th>$a, b, c, d, e, f$</th>
<th>Free parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>JC69</td>
<td>$\pi_A = \pi_C = \pi_G = \pi_T$</td>
<td>$a = b = c = d = e = f$</td>
<td>0</td>
</tr>
<tr>
<td>K80</td>
<td>$\pi_A = \pi_C = \pi_G = \pi_T$</td>
<td>$a = b = c = d \neq e = f$</td>
<td>1</td>
</tr>
<tr>
<td>F81</td>
<td>$\pi_A \neq \pi_C \neq \pi_G \neq \pi_T$</td>
<td>$a = b = c = d = e = f$</td>
<td>3</td>
</tr>
<tr>
<td>HKY85</td>
<td>$\pi_A \neq \pi_C \neq \pi_G \neq \pi_T$</td>
<td>$a = b = c = d \neq e = f$</td>
<td>4</td>
</tr>
<tr>
<td>GTR</td>
<td>$\pi_A \neq \pi_C \neq \pi_G \neq \pi_T$</td>
<td>$a \neq b \neq c \neq d \neq e \neq f$</td>
<td>8</td>
</tr>
</tbody>
</table>

The most general none time-reversible model of nucleotide substitution is called UNREST, and does not impose any constrains on the $Q$ matrix. It has 11 free parameters. However, this model is not frequently used in practice because of computational difficulties.

3.2.2 Sequence Distance and Likelihood Function

Since the $Q$ matrix only models the relative rates of nucleotide substitution, we cannot estimate the divergence time between two sequences without further information. However, we can estimate the distance between two sequences:

**Definition 32** The distance between two sequences is the expected number of nucleotide substitutions per site. If we let $\lambda$ be the mean substitution rate per site, and $t$ be the divergence time between two sequences, then

$$d = \lambda t. \quad (3.4)$$

In the GTR model, because we always set $\lambda := 1$ [Equation 3.3], $d$ equals $t$. We can use the maximum likelihood method to estimate sequence distances.
Maximum likelihood methods find the parameter values that maximize the likelihood function.

**Definition 33** The likelihood of a model is the probability of the data D given the model with a parameter set \( \theta \). If we then define

\[
L(\theta) = \text{Prob}(D|\theta)
\]

as a function of \( \theta \). \( L \) is the likelihood function.

The log likelihood of the GTR model for two sequences is

\[
L(t, a, b, c, d, e, f, \pi_A, \pi_T, \pi_C, \pi_G) = \sum_{i,j} n_{i,j} \log \{ \pi_i \text{Prob}^{(t)}(i, j) \}
\]

where \( n_{i,j} \) is the number of site patterns. The nucleotide in the first sequence is indexed by \( i \) and in the second sequence by \( j \). For some simple models such as JC69 and K80, the maximal likelihood solution can be found analytically, but under more complex models, numerical optimization is usually needed.

### 3.2.3 Rate Heterogeneity

The GTR model discussed so far assumes that different sites in the sequence evolve under the same Markov process and at the same rate. This is generally unrealistic for real data, because functionally important sites usually change slowly while other sites might accumulate substitutions more rapidly.

A common approach is to assume that the rate follows a \( \Gamma \) distribution [186]. We set \( \alpha := 1/\beta \), such that the mean of the \( \Gamma \) distribution is 1. Then Equation 3.6 becomes:

\[
L(t, a, b, c, d, e, \pi_A, \pi_T, \pi_C) = \sum_{i,j} n_{i,j} \log \{ \int \pi_i \text{Prob}^{(tr)}(i, j) g(r) dr \}
\]

where \( g(r) \) is the probability density function defined in Equation 2.25.

### 3.3 Phylogenetic Trees

#### 3.3.1 Basic Tree Concepts

In the previous Section we introduced nucleotide substitution models and how they can be used to estimate the distance between two sequences. If
we have more than two sequences, we can represent their relationships using a phylogenetic tree. In mathematical terms, a tree is an undirected graph where any two vertices are connected by exactly one edge. A phylogenetic tree is a model of the genealogical relationships among species or genes. In this thesis, we always consider a phylogenetic tree to be a gene tree. We use the term nodes for vertices and branches for edges. What we observe are the present-day genes and their DNA sequences, which are called tips, external nodes, or taxa. The inner nodes of the tree represent the ancestral genes whose DNA sequence is unknown. The branch lengths are defined as in Definition 32. The degree of a node is defined as the number of branches connected to it. If an inner node has a degree of more than three or the root has a degree of more than two, then the node is called a polytomy or multifurcation. A tree with no polytomies is called a binary or bifurcating tree.

The common ancestor of all taxa is the root of the tree. If a root is specified, then the substitution process is considered to start from the root and the tree is called a rooted tree. However, the GTR model assumes that time is reversible, that means the substitution processes are the same looking from any directions. So, when using a GTR model without further information, one can only infer an unrooted tree. We can, however, use outgroup sequences to root the tree. The outgroups are sequences known to be relatively distantly related to other sequences in the tree. In other words, we know that they share a common ancestor with the other neighboring taxa in the tree. Thus we can root the tree on the branch connecting the outgroups to the neighboring taxa (Figure 3.1).

Sometimes the molecular clock assumption can be made, meaning that the nucleotide substitution rate is constant over time. Then, the $Q$ matrix represents the absolute rate of nucleotide substitution in unit time, and branch lengths represent how many units of time have passed. A tree constructed under the molecular clock assumption is ultrametric, which means that the distances from the root to any tip are identical. Note that the GTR model we discussed in subsection 3.2.1 does not assume constant nucleotide substitution rate over time, because we do not know the time unit. We will call the trees constructed under the molecular clock assumption ultrametric trees, and use phylogenetic trees to denote trees not assuming a molecular clock.
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3.3.2 Phylogenetic Tree Inference Methods and Problem Complexity

There are two main classes of phylogenetic tree inference methods, namely distance-based methods and character-based methods.

Distance methods comprise two steps: calculation of pair-wise distances between all sequences and reconstruction of a phylogenetic tree from this distance matrix. In the first step, we can use the substitution models described in section 3.2 to infer pair-wise distances between sequences. However, it is generally believed that distances estimated with only two sequences are too inaccurate for phylogenetic inference (see Section 1.6.2). In the second step, a clustering algorithm is employed to reconstruct the tree. The clustering algorithm is nonparametric, hence it does not incorporate a substitution model. Two popular clustering algorithms are UPGMA and Neighbor Joining.

The idea of character-based methods for phylogenetic tree inference is to fit the characters (nucleotides) to the tree for every alignment site, using an optimality criterion. Common approaches include the maximum parsimony method that uses the parsimony score to evaluate the fit of the tree to the
data, the maximum likelihood method that uses the likelihood score, and the Bayesian method which computes the posterior probability of the tree. In theory, we can evaluate every possible tree in the tree space and find the tree that maximizes the target function. However, the number of possible tree topologies is large, even for small numbers of taxa. We can compute the number of possible rooted and unrooted bifurcating tree topologies as follows:

\[
N_{\text{rooted}} = \frac{(2n - 5)!}{2^{n-3}(n - 3)!} \quad n \geq 3
\]

\[
N_{\text{unrooted}} = \frac{(2n - 3)!}{2^{n-2}(n - 2)!} \quad n \geq 2
\]

where \( n \) is the number of tips. Table 3.2 shows the number of rooted and unrooted trees with up to 100 tips:

<table>
<thead>
<tr>
<th>Taxa</th>
<th>Rooted trees</th>
<th>Unrooted trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>105</td>
<td>15</td>
</tr>
<tr>
<td>6</td>
<td>945</td>
<td>105</td>
</tr>
<tr>
<td>7</td>
<td>10,395</td>
<td>945</td>
</tr>
<tr>
<td>8</td>
<td>135,135</td>
<td>10,395</td>
</tr>
<tr>
<td>9</td>
<td>2,027,025</td>
<td>135,135</td>
</tr>
<tr>
<td>10</td>
<td>34,459,425</td>
<td>2,027,025</td>
</tr>
<tr>
<td>15</td>
<td>2.13 \times 10^{14}</td>
<td>7.90 \times 10^{12}</td>
</tr>
<tr>
<td>20</td>
<td>8.20 \times 10^{21}</td>
<td>2.21 \times 10^{20}</td>
</tr>
<tr>
<td>25</td>
<td>1.19 \times 10^{30}</td>
<td>2.53 \times 10^{28}</td>
</tr>
<tr>
<td>50</td>
<td>2.75 \times 10^{76}</td>
<td>2.83 \times 10^{74}</td>
</tr>
<tr>
<td>100</td>
<td>3.34 \times 10^{184}</td>
<td>1.70 \times 10^{182}</td>
</tr>
</tbody>
</table>

Table 3.2: Number of possible rooted and unrooted trees with 3–100 taxa.

Thus, in practice, heuristic algorithms must be used for tree searches. These heuristic algorithms can be grouped into two categories. The first category is useful for generating a “good” starting tree. Methods in this category are usually greedy clustering algorithms that add one sequence at a time until all sequences are in the tree. Other methods resolve a star-like tree including all sequences step by step. The second category involves branch swapping, which conducts local or global topological rearrangements of the
3.3. PHYLOGENETIC TREES

comprehensive starting tree. These methods use hill climbing to explore the tree space. Commonly used topological alteration mechanisms include nearest-neighbor interchange (NNI), subtree pruning and regrafting (SPR) and tree bisection and reconnection (TBR). Z. Yang provides a good review of these algorithms in Section 3.2 of his book [187].

3.3.3 Computing the Likelihood of a Tree

In this Section, we look into the details of how Markov process models can be applied to calculate the likelihood of a tree. The likelihood score of the tree is used as an optimality criterion for maximum likelihood tree searches. First we will make some assumptions:

1. A multiple sequence alignment is given, the alignment has $s$ sequences and $n$ alignment sites.
2. A rooted bifurcating tree $T$ relating the $s$ sequences in the alignment, including all branch lengths is given.
3. Different sites evolve independently and follow a Markov process with a rate matrix $Q$.
4. The $Q$ matrix follows the GTR model.

Under these assumptions, we can calculate the likelihood of the tree in Figure 3.2, for one alignment site $l$ as:

$$LH(l) = \pi_{s_1} \text{Prob}^{(b_1)}(s_1, s_2) \text{Prob}^{(b_2)}(s_2, T) \text{Prob}^{(b_3)}(s_2, s_3) \text{Prob}^{(b_4)}(s_3, C) \times \text{Prob}^{(b_5)}(s_3, A) \text{Prob}^{(b_6)}(s_1, s_4) \text{Prob}^{(b_7)}(s_4, C) \text{Prob}^{(b_8)}(s_4, G).$$  

(3.10)

Here, $\pi_{s_1}$ is the steady-state probability of nucleotide $s_1$ (see subsection 2.2.3), and $\text{Prob}^{(b_i)}(i, j)$ can be calculated using Equation 2.51. Equation (3.10) is a direct application of the Markov process model given that the ancestral states $s_i$, $i = 1\ldots4$ are known. However, as mentioned before, $s_i$, $i = 1\ldots4$ are hypothetical ancestral states that cannot be observed. To resolve this problem, we sum over all possible states at the inner nodes:

$$LH(l) = \sum_{s_1 \in \{A, T, G, C\}} \sum_{s_2 \in \{A, T, G, C\}} \sum_{s_3 \in \{A, T, G, C\}} \sum_{s_4 \in \{A, T, G, C\}} \pi_{s_1} \text{Prob}^{(b_1)}(s_1, s_2) \times \text{Prob}^{(b_2)}(s_2, T) \text{Prob}^{(b_3)}(s_2, s_3) \text{Prob}^{(b_4)}(s_3, C) \text{Prob}^{(b_5)}(s_3, A) \times \text{Prob}^{(b_6)}(s_1, s_4) \text{Prob}^{(b_7)}(s_4, C) \text{Prob}^{(b_8)}(s_4, G).$$

(3.11)
Calculating Equation 3.11 is very expensive, because there are $4^{s-1}$ possible combinations of ancestral states for $s - 1$ inner nodes. Fortunately, a dynamic programming algorithm, also known as the pruning algorithm by J. Felsenstein [53] can be used to calculate the likelihood efficiently by a post-order traversal of the tree. Let $L_i(x_i)$ be the likelihood of the subtree below node $i$, given that the nucleotide at node $i$ is $x_i$. Suppose further that the two descendant nodes of node $i$ are node $j$ and node $k$, then the likelihood function for inner node $i$ can be rewritten as following:

$$L_i(x_i) = \left[ \sum_{x_j} \text{Prob}^{(b_j)}(x_j, x_i)L_j(x_j) \right] \times \left[ \sum_{x_k} \text{Prob}^{(b_k)}(x_k, x_i)L_k(x_k) \right].$$  \hspace{1cm} (3.12)

If node $i$ is an external node, then $L_i(x_i) = 1$ if $x_i$ is the observed nucleotide and 0 otherwise. Therefore, the likelihood of the tree for one site is given by the likelihood at the root node $r$

$$LH(l) = \sum_{x_r} \pi_{x_r} L_r(x_r).$$  \hspace{1cm} (3.13)

Note that, the likelihood calculation described above requires a rooted tree. With the GTR model, a root can be placed at an arbitrary location on any branch of an unrooted tree without changing the likelihood. This is
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known as the pulley principle in [53] and is guaranteed by the reversibility of the GTR model.

Until now, we have not considered missing data or gaps in the alignment. Using the probabilistic models, we can treat them as unknown data by summing over all possible states. The sum can be simply conducted by letting \( L_i(x_i) = 1 \) for all \( x_i \) if the tip is a gap [54].

We can now also incorporate rate heterogeneity models into the likelihood calculation. In analogy to the two-sequence case described in subsection 3.2.3, we assume that the rate follows a Gamma distribution with probability density function \( g(r) \):

\[
L_H(l) = \int g(r) \sum_{x_r} \pi_{x_r} L_{x_r}(x_r, r) dr .
\] (3.14)

In practice, the continuous Gamma distribution needs to be discretized to avoid the integration, and to be able to compute it numerically. Equation 3.14 then becomes

\[
L_H(l) = \sum_{j=1}^{k} p(r_k) \sum_{x_r} \pi_{x_r} L_{x_r}(x_r, r_k) ,
\] (3.15)

where \( k \) is the number of rate classes, and \( r_k \) is calculated as a function of the \( \Gamma \) shape parameter \( \alpha \) for \( k \) equal percentiles, and \( p(r_k) := 1/k \).

Finally, because we assume that different sites evolve independently, the likelihood of the tree given the alignment is

\[
LH = \prod_{l=1}^{n} L_H(l) .
\] (3.16)

The likelihood \( LH \) is usually very small, and may cause numerical issues during computation. Thus, we use its logarithm instead:

\[
log(LH) = \sum_{l=1}^{n} log(L_H(l)) .
\] (3.17)

As the logarithm is a monotonically increasing function, the maximum value will be achieved at the same points for both \( LH \) and \( log(LH) \).

3.4 Phylogenetic Placements

In this section, we introduce the Evolutionary Placement Algorithm (EPA) [10] that uses a likelihood approach to identify unknown sequences.
The EPA assumes that a reference alignment and a fully resolved reference phylogeny based on the reference alignment are given. Initially, all query sequences need to be aligned to the reference alignment. Then, for each query sequence \( q_i \), we execute the placement algorithm described in Algorithm 2.

**Algorithm 2: The Evolutionary Placement Algorithm**

- **Input**: A bifurcating reference tree \( T \) with \( n \) tips; full alignment including the reference sequences and the query sequence \( q_i \).
- **Result**: Likelihood scores of \( q_i \) being placed into the \( 2^n - 3 \) branches of \( T \).

```plaintext
define Branch: A branch of a tree.

foreach Branch B of T do
    Insert \( q_i \) into B;
    Optimize the branch lengths of the new tree \( T' \) with \( n + 1 \) tips;
    Calculate the likelihood score of \( T' \);
    Remove \( q_i \) from \( T' \);
end
```

We can sort the likelihood scores of the \( 2^n - 3 \) placement branches. Then, the best-scoring insertion branches for \( q_i \) on the reference tree can be used to annotate the query sequence \( q_i \).

As a method for sequence identification, EPA has several advantages over sequence-similarity based methods such as BLAST [3]. First, the closest hit found by sequence similarity based methods is often not the closest relative phylogenetically [87]. EPA is phylogeny-aware and is based on the same probabilistic models used for phylogenetic tree inference. It has been shown to perform significantly better than sequence similarity based approaches [10]. Second, EPA provides a higher resolution for the unknown sequences, in the sense that, it can return \( n - 3 \) additional labels, than sequence similarity based methods, which can assign queries to at most \( n \) labels.

### 3.5 Summary

This chapter introduced statistical models of molecular evolution and the basics of phylogenetic tree inference. We showed that, the Markov process models introduced in [chapter 2] can directly be applied to calculate the likelihood of a tree. However, searching for the best tree is difficult because of the large tree space. Nonetheless, thanks to the continuous developments of phylogenetic tree inference programs such as RAxML [161] and MrBayes [139],
inferring phylogenetic trees has become a routine procedure in molecular sequence analysis. In the remainder of this thesis, we assume that the phylogenetic trees are given and develop models and algorithms that take phylogenetic trees as input (chapter 4, chapter 5, and chapter 6). Finally, the Evolutionary Placement Algorithm introduced in the last section motivated the development of the pipeline we introduce in chapter 8.
CHAPTER 4

The Poisson Tree Processes Model for Species Delimitation

The content of this Chapter has been partly derived from the following peer-reviewed publication:

Pavlos Pavlidis generated the simulated data sets described in section 4.4, and Paschalia Kapli collected the real data sets described in subsection 4.5.1

Delimiting species is of central importance to many areas of evolutionary biology [152] (see also in chapter 8). Phylogenetic markers can provide important information for species delimitation. This Chapter introduces a new model, called the Poisson Tree Processes (PTP) model, which is designed to propose putative species boundaries on single-locus phylogenetic marker data sets.

4.1 Introduction

To delimit species using molecular sequences, we initially need to define our species concept. However, this turns out to be difficult. Mayden [104] listed
24 different species concepts, and De Queiroz [35] further categorized them into 10 classes. To complicate matters, many species concepts are incompatible with each other and require different types of data (interbreeding patterns, morphological characters, molecular sequences, etc.). Thus, species delimitation should ideally be conducted using an integrative taxonomic framework [121, 146] (see also the discussion in section 4.6). However, for the purposes of this thesis, we will only consider molecular sequence data.

Mathematically, sequence-based species delimitation methods operate on a set of molecular sequences $X = \{x_1, x_2, ..., x_n\}$, which are derived from sequencing certain phylogenetic markers of $n$ individuals. The output of a species delimitation method is a partition $P$ of $X$, which groups $X$ into $k$ species. The partition can be represented as a set of $k$ sets of sequences, such that $P = \{p_1, p_2, ..., p_k\}$. $P$ satisfies the following properties:

1. $\emptyset \notin P$;
2. $\bigcup_{p_i \in P} p_i = X$;
3. if $p_i, p_j \in P$ $i \neq j$, then $p_i \cap p_j = \emptyset$.

The above description is identical to sequence clustering. Sequence clustering algorithms, such as UCLUST [44] and CROP [70], rely on predefined sequence similarity thresholds. UCLUST is a fixed threshold clustering approach, while CROP is a soft threshold method that attempts to detect sequence clusters using a Gaussian mixture model. They can cluster sequences into so-called Molecular Operational Taxonomic Units (MOTUs) [57, 67, 175], and therefore they are often called OTU-picking methods. However, such approaches do not deploy any species concept, and it is currently unclear how MOTUs correspond to species [175].

Here, we adopt the Phylogenetic Species Concept (PSC). PSC was initially introduced by [48] and subsequently refined by [8, 32, 34, 119]. For a review of PSC, please refer to [9]. In general, phylogenetic species are the smallest units for which phylogenetic relationships can be reliably inferred. The PSC, in particular, from the genealogical point of view [9], states that species reside at the transition point between evolutionary relationships that are best represented phylogenetically and relationships that are best reflected by reticulating genealogical connections [66].

There already exist several PSC-based species delimitation approaches (e.g., see reviews in [62, 152, 153]). Most of them require multiple gene trees as input except for the General Mixed Yule Coalescent (GMYC) model [61, 124]. However, the GMYC model needs a time-calibrated ul-
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trametric input tree, which may represent a major obstacle for applying the method (see section 4.2).

Inspired by the PSC, we introduce the PTP model that can delimit species using non-ultrametric phylogenies. Ultrametricity is not required because we model the speciation rate by directly using the number of substitutions. The PSC implies that phylogenetic reconstruction within a species is inappropriate. A hierarchical relationship can nonetheless be inferred for intra-species sequences using phylogenetic methods. However, we expect to observe significant (in the statistical sense) differences between the relationships reconstructed among and within species. These differences are reflected by branch lengths that represent the mean expected number of substitutions per site between two branching events. Thus, our fundamental assumption is that the number of substitutions between species is significantly higher than the number of substitutions within species. Because it does not require an ultrametric tree, PTP is easier to use than GMYC. As we will show in section 4.5, PTP also outperforms GMYC on simulated data and yields comparable results to GMYC on empirical data.

The remainder of this chapter is organized as follows: First, we review the GMYC model in section 4.2. Then, we describe the PTP model in section 4.3. Subsequently, in section 4.4 and section 4.5, we assess the performance of the GMYC and PTP approach using real and simulated data. We also compare PTP and GMYC to two representative OTU-picking methods UCLUST and CROP. Finally, we conclude in section 4.6.

4.2 The GMYC model

The General Mixed Yule Coalescent (GMYC) model for delimiting species on single-locus phylogenetic markers is frequently used in empirical studies [20, 58, 109, 125, 177]. Several implementations of GMYC are available, including the original R code by T.Fujisawa [61, 124] (available at http://r-forge.r-project.org/projects/splits), the Bayesian implementation in R by N.Reid [134] (available at https://sites.google.com/site/noahmreid/home/software), and a Python version implemented by myself (available at https://github.com/zhangjiajie/pGMYC).

The GMYC method models speciation (among-species branching events) via a pure birth process (subsection 2.3.4) and within-species branching events as neutral coalescent processes. GMYC identifies the transition points between inter- and intra-species branching rates on a time-calibrated ultrametric tree by maximizing the likelihood score of the model. Based on the ultrametric tree, GMYC assumes that all taxa are observed at the present
time and that branch lengths represent waiting times between branching events. The likelihood is computed on \( n \) waiting intervals \( x_i, i = 1..n \) between successive branching events. Assume under the species delimitation assumption \( \tau \), there are \( k \) species, then the likelihood function for one waiting interval \( x_i \) is defined as:

\[
L(x_i) = be^{-bx_i},
\]

where

\[
b = \lambda_{\text{spec}} n_{i,\text{spec}} + \sum_{j=1}^{k} (\lambda_j n_{i,j} (n_{i,j} - 1)).
\]

The first term in Equation 4.2 comes from the pure birth process with a constant birth rate \( \lambda_{\text{spec}} \) and \( n_{i,\text{spec}} \) lineages in time interval \( i \) belongs to the pure birth process. The second term comes from the neutral coalescent model, where

\[
\lambda_j = \frac{1}{2N_j},
\]

where \( N_j \) is the effective population size of the coalescent process that belongs to species \( j \), and \( n_{i,j} \) is the number of lineages in waiting interval \( i \) belonging to coalescent process \( j \). Usually, \( N_j \) is assumed to be constant over all species.

Equation 4.1 and Equation 4.2 make strict assumptions on constant branching rates. This can be relaxed by introducing two scaling parameters, such that \( b \) can be replaced by

\[
b^* = \lambda_{\text{spec}} n_{i,\text{spec}}^{p_1} + \sum_{j=1}^{k} (\lambda_j (n_{i,j} (n_{i,j} - 1))^{p_2}).
\]

Finally, the likelihood of species delimitation assumption \( \tau \), given the ultrametric tree is given by

\[
LH(\tau) = \prod_{i=1}^{n} L(x_i).
\]

As mentioned above, \( N_j \) is usually considered to be constant, therefore, the GMYC model has four free parameters, that is, \( \lambda_{\text{spec}}, \lambda_j, p_1, \) and \( p_2 \).

\( \lambda_{\text{spec}} \) can be estimated using its maximum likelihood estimator (the Moran estimator by Nee [115])

\[
\hat{\lambda}_{\text{spec}} = \frac{N}{S},
\]

where \( N \) is the number of speciation events (nodes) and \( S \) is the sum over all branch lengths belonging to the speciation process. To accommodate the
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The scaling parameter $p_1$, Equation 4.6 becomes:

$$\hat{\lambda}_{\text{spec}} = \frac{N}{\sum_{i=1}^{l} n_{i,\text{spec}}^{p_1} x_i},$$

(4.7)

where $x_i, i = 1..l$ are the waiting intervals for the speciation process. Similarly,

$$\hat{\lambda}_j = \frac{N}{\sum_{k=1}^{s} \sum_{s=1}^{n_{i,j}} (n_{i,j} - 1) x_i},$$

(4.8)

where $x_i, i = 1..s$ are the waiting intervals between coalescent events.

The remaining two parameters, $p_1$ and $p_2$, are not independent from each other. Thus, they need to be jointly estimated during model fitting. Fujisawa uses the Nelder–Mead method [117] to optimize the two parameters in his R code [61], while I used the L-BFGS-B algorithm [15, 110] from the SciPy package.

There are two general strategies to explore the species delimitation assumptions $\tau_i$ under the GMYC model. The first one is to infer a single cutoff time $C$ where all nodes above $C$ represent speciation events. The search algorithm therefore only needs to evaluate the likelihood of putting $C$ to each of the internal nodes of the ultrametric tree. We call this the single-threshold GMYC model. The second GMYC model allows for multiple-thresholds $C_i$, but at the cost of a much larger search space [109]. The single-threshold GMYC is usually more accurate than the multi-threshold version (see [62] for details).

GMYC has been shown to work well for small population sizes and low birth rates [51]. One drawback of GMYC is that, it depends on the accuracy of the ultrametric input tree. Obtaining an ultrametric tree from a given phylogeny is a compute-intensive and potentially error-prone process. Most state-of-the-art likelihood-based tree calibration methods such as BEAST [39] or DPPDIV [73] rely on Bayesian sampling using MCMC (Markov Chain Monte Carlo) methods. The trees from MCMC samples usually contain multifurcations which violate the GMYC model assumptions. One idea is to randomly resolve the multifurcations using zero branch lengths, but the Moran estimator cannot be properly evaluated with zero branch lengths. Another idea is to use a small branch length when resolving multifurcations. However, short branches lead to numerical problems and long branches destroy ultrametricity.

Furthermore, when delimiting species in phylogenetic placements (see chapter 8), which would require calibrating (making ultrametric) thousands of trees, it becomes almost impossible to deploy GMYC in an automated pipeline. For instance, consider the problem to assess MCMC chain convergence in a relaxed molecular clock analysis.
4.3 The Poisson Tree Processes Model

Classic speciation models such as the birth-and-death process assume that new species will emerge and current species will become extinct at certain rates that are measured in unit time [6]. Usually, a time-calibrated tree is required as input. Thus, for molecular sequence data, a molecular clock model must be applied to calibrate the tree. Coalescent theory also relies on unit time to describe the relationships among ancestors and descendants in a population.

Instead, we may consider the number of substitutions between branching and/or speciation events, by modeling speciations using the number of substitutions instead of the time. The underlying assumption is that, each substitution has a small probability of generating a speciation. Note that, the substitutions are independent of each other. If we consider one substitution at a time in discrete steps, the probability of observing $\eta$ speciations for $\kappa$ substitutions is given by a binomial distribution (Definition 8). Because we assume that, each substitution has a very small probability $\rho$ of generating a speciation, and the number of substitutions in a population of size $\eta$ is large, the process follows a Poisson distribution (Definition 10) in continuous time with rate $\rho \times \eta$. Therefore, the number of substitutions until the next speciation event follows an exponential distribution (Definition 11).

Comparing this to the assumptions of a Birth-and-Death Processes (BDP) (subsection 2.3.4) we observe that, each generation (e.g., with a generation time of 20 years) on a time-calibrated ultrametric tree has a small probability of speciation. The BDP does not model substitutions, thus, substitutions are superimposed onto the BDP, whereas PTP explicitly models substitutions. Substitution information can easily be obtained by using the branch lengths of the phylogenetic input tree. Thus, in our model, the underlying assumptions for observing a branching event are consistent with the assumptions made for phylogenetic tree inference.

We can now consider two independent classes of Poisson processes (Definition 31). One process class describes speciation such that, the average number of substitutions until the next speciation event follows an exponential distribution. Given the species tree, we can estimate the rate of speciations per substitution in a straightforward way. The second Poisson process class describes within-species branching events that are analogous to coalescent events. We assume that, the number of substitutions until the next within-species branching event also follows an exponential distribution. Thus, our model assumes that, the branch lengths of the input tree have been generated by two independent Poisson process classes.
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In the following step, we assign/fit the Poisson processes to the tree. Let $T$ be a rooted tree, and $PATH_i$ be a path from the root to leaf $i$, where $i = 1...l$ and $l$ is the number of leaves. Let $b_{ij}$, $j = 1 \cdots z$ be the edge lengths of $PATH_i$, representing the number of substitutions. We further assume that $b_{ij}$, $j = 1 \cdots z$ are independent exponentially distributed random variables with parameter $\lambda$. Let $B_{ik} := b_{i1} + ... + b_{ik}$ be the sum over the edge lengths for $k \geq 1$. We further define $N_i(s) := \max\{k : B_{ik} \leq s, s \geq 0\}$. $B_{ik}$ is the number of substitutions of the $k$th branching event, and $N_i(s)$ is the number of branching events below $B_{ik}$. Note that, $\{N_i(s); s \geq 0\}$ constitutes a Poisson process. Thereby, $T$ and $\{N_i(s); s \geq 0\}$, $i = 1 \cdots l$ together form a tree of Poisson processes which we denote as Poisson Tree Processes (PTP).

To a rooted phylogeny with $m$ species, we apply/fit one among-species PTP and at most $m$ within-species PTPs. An example is shown in Figure 4.1.

Figure 4.1: Illustration of the Poisson Tree Processes. The example tree contains 6 speciation events: $R$, $A$, $B$, $D$, $E$, $F$, and 4 species: $C$, $D$, $E$, $F$. Species $C$ consists of one individual; species $D$, $E$, $F$ have 2 individuals each. The thick lines represent among-species PTP, and the thin lines represent within-species PTPs. The Newick representation of this tree is $((C:0.14, (d1:0.01, d2:0.02)D:0.1)A:0.15, ((e1:0.015, e2:0.014)E:0.1, (f1:0.03, f2:0.02)F:0.12)B:0.11)R;$. The tree has a total of 16 different possible species delimitations. The maximum likelihood search returned the depicted species delimitation with a log-likelihood score of 24.77, and $\lambda_A = 8.33$, $\lambda_C = 55.05$.

In analogy to BP&P [188] and GMYC [124], we conduct a search for the transition points where the branching pattern changes from an among-species to a within-species branching pattern. The total number of possible delimita-
tions on a rooted binary tree with \( m \) tips ranges between \( m \) (caterpillar tree) and \( 1.502^m \), depending on the actual tree shape [61]. Since the search space is generally too large for an exhaustive search, we need to devise heuristic search strategies. Given a fixed species delimitation, we fit two exponential distributions to the respective two branch length classes (among- and within-species branching events). We calculate the log-likelihood as follows:

\[
L = \sum_{i=1}^{k} \log(\lambda_se^{-\lambda_se}) + \sum_{i=k+1}^{n} \log(\lambda_ce^{-\lambda_ce}) ,
\]

(4.9)

where \( x_1 \) to \( x_k \) are the branch lengths generated by among-species PTPs, \( x_{k+1} \) to \( x_n \) are the branch lengths of within-species PTPs, \( \lambda_s \) is the speciation rate per substitution, and \( \lambda_c \) is the rate of within-species branching events per substitution. The rates \( \lambda_s \) and \( \lambda_c \) can be obtained via the inverse of the average branch lengths that belong to the respective processes. Based on Equation [4.9], we search for the species delimitation that maximizes \( L \). A standard likelihood-ratio test with one degree of freedom can be used to test if there are indeed two classes of branch lengths. Large \( p \)-values indicate that either all sequences belong to the same species or that every sequence represents a single species.

We developed and assessed three heuristic search strategies for finding species delimitations with 'good' likelihood scores. For the experimental results presented here, we used the heuristic that performed best, based on our preliminary experiments.

**Heuristic I:** We order and store the branch lengths in descending order. We start with the longest branch and add one branch at a time to build consecutive sets that contain branches of among-species branching events. To each set, we add those missing branches that are required to obtain a valid species delimitation configuration, that is, span a tree starting at the root. We then evaluate the likelihood for each extended set. This approach requires \( O(n) \) time, where \( n \) is the number of branches in the tree. The rationale for this approach is that longer branches are more likely to form part of speciation events, rather than within-species branching events. An example is shown in Figure 4.2.

**Heuristic II:** We implement a greedy strategy that starts from the root and includes one child node at a time as speciation event via a breadth-first tree traversal. We then apply this procedure recursively by extending the child node that yielded the higher log likelihood score and re-considering the
other child node. This heuristic has time complexity $O(n^2)$. The rationale for this approach is that it explicitly uses the tree data structure to explore a larger number of possible delimitations.

**Heuristic III:** This hybrid approach combines the ideas of the two previous heuristics. First we order the branches as in Heuristic I. Then, we determine the best bisection of this list into a within-species branch set $C$ and among-species branch set $S$ with respect to the likelihood score. This approach ignores the tree structure, but returns an upper bound for the likelihood score. Thereafter, we start with the longest branch again and add one branch at a time to the set $S'$ of speciation event branches. In contrast to Heuristic I, the next branch we add to the set can be any branch in the original set $S$ that is connected to a branch in $S'$ via the tree. When no branch in $S$ is connected to a branch of $S'$ via the tree, we deploy the greedy strategy of Heuristic II to select the next branch we want to add. This approach combines the speed of Heuristic I with the more exhaustive search of Heuristic II.

PTP is implemented in Python and is freely available at [https://github.com/zhangjiajie/ptp](https://github.com/zhangjiajie/ptp)
Figure 4.2: In step 1, branch RA (the longest branch) is added to the among-species branches set $S$; in step 2, RB is added to the same set to make it a valid species delimitation configuration; in step 3, the longest branch AC (from the remaining within-species branches) is added to the among-species branches set $S$; in step 4, AD is added to the same set to make it a valid species delimitation configuration. The Newick representation of the rooted tree is $$((C:0.14, (d1:0.01, d2:0.02)D:0.1)A:0.15, ((e1:0.015, e2:0.014)E:0.1, (f1:0.03, f2:0.02)F:0.12)B:0.11)R;$$ The thick lines represent among-species $PTP$, and the thin lines represent within-species $PTPs$.  

4.4 Experimental Settings

We tested PTP and compared it to the single-threshold GMYC model on both simulated and real data sets. For simulated data, we used RAxML \[160\] to infer phylogenetic trees, and then used them as input to PTP. Subsequently, these phylogenies were made ultrametric by r8s \[144\] to test GMYC. For UCLUST and CROP, only molecular sequences are needed as input. In both programs we initially set the sequence dissimilarity threshold to 97%, a widely accepted threshold for bacterial sequences \[158\]. We also set the sequence dissimilarity threshold for UCLUST to 95% to analyze the effects of changing the dissimilarity threshold. For real data sets, we used the phylogenetic and ultrametric trees from the original publications whenever possible, otherwise we used the same procedures as described above.

4.4.1 Empirical Data Sets

4.4.1.1 Arthropod Datasets

The \textit{Rivancidella} dataset comprises three phylogenetic markers (cyt b, COI, 16S) and was originally used in \[124\]. The total number of sequences is 472. They represent 24 morphological species and 4 outgroup taxa. The estimated number of putative species for the genus as inferred by GMYC was 48 (with confidence limits ranging between 46 and 52 species). Alternative methods (see \[124\] for details) used in this study yielded 46 and 47 putative species, respectively.

We also used COI marker datasets \[122\] of the genera \textit{Dendarus}, \textit{Pimellia}, and \textit{Tentyria}. The datasets comprise 51, 56, and 59 sequences, respectively. The number of species that were attributed to each taxon using morphological criteria was seven, one, and one.

4.4.1.2 Gallotia Dataset

The lizard genus \textit{Gallotia} comprises seven species (based on genetic and morphological markers) that are endemic to the Canary islands. The taxonomic species tree and the molecular phylogeny for this data set are fully congruent. The data \[31\] comprises four mitochondrial phylogenetic markers (cyt b, COI, 12S, 16S) and a total of 90 sequences (76 representing \textit{Gallotia} and 14 outgroup sequences).
4.4.2 Simulations

We generated simulated datasets using a Yule-coalescent model. We used ms [78] and BioPerl [159] in combination with INDELible [56] to simulate sequences. Using a modified version of the BioPerl module Bio::Phylo that allows to vary the birth rate value in the simulations, we initially generated a set of random species trees $T = T_1, T_2, ..., T_{100}$. The leaves of each tree $T_i \ (1 \leq i \leq 100)$ represent extant species. All 600 simulated datasets we generated contain 30 species. In the next step, we used ms to generate a structured coalescent gene tree. The node ages of the phylogenetic tree $T_i$ are interpreted as divergence times between populations. In other words, we treat species as diverged populations that were completely isolated from each other after they diverged from their common ancestor. Thus, using ms we simulated a multi-species coalescent gene tree with 30 species and 100 individuals per species. For each species, we randomly selected 10 individuals to generate evenly sampled (in terms of the number of individuals per species) data sets. We also generated unevenly sampled data sets containing 2 species with 100 individuals, 4 with 50 individuals, 8 with 10 individuals, and 16 with 2 individuals. Finally, we employed INDELible to simulate DNA alignments of 250-bp, 500-bp, and 1000-bp on the above multi-species coalescent trees.

Note that, INDELible, ms, and BioPerl use different units for representing branch lengths. INDELible uses the expected number of substitutions (the standard unit in phylogenetics), whereas ms uses the coalescent time unit of $4N$ generations where $N$ is the effective population size. BioPerl only uses the birth rate to generate trees (small birth rates generate longer trees, large birth rates generate shorter trees). We therefore converted all branch length units to the expected number of substitutions. In our simulations, we set $\mu := 10^{-7}$, where $\mu$ is the mutation rate per base pair, per individual, and per year. This value for $\mu$ is situated approximately in the middle of the empirical value range. For instance, human genomic DNA has a rate of $10^{-8}$ [113], human mitochondria have a rate of $10^{-5}$ [151], and viruses have a rate that ranges between $10^{-4}$ and $10^{-8}$ [38].

For the birth rate $b$, we used a value range around 0.5 speciation events per one million years. The value of 0.5 is realistic for several distinct types of species [116]. To convert $b$ into units of speciations per substitution we apply $b' = \frac{b}{\mu \times 10^6}$, where $b'$ is the scaled birth rate per substitution event. Thus, values of $b'$ around 5 can be considered realistic.

With respect to coalescent units, let $l$ be a branch length in coalescent units. For an effective population size of $N$ and a mutation rate $\mu$, the expected number of mutations on a branch is $\frac{1}{4N\mu}$. Thus, to convert the coalescent units into the expected number of substitutions, we need to divide
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the branch length by $4N\mu$. Thereby, we implicitly assume that the expected number of mutations is approximately equal to the expected number of substitutions.

The key parameters for delimiting species are the birth rate and the effective population size. High birth rates decrease the evolutionary distance between species. High effective population sizes have a similar effect. This is because the coalescent rate is inversely proportional to the effective population size. When the population size is sufficiently large, coalescent events can occur prior to speciation and lead to incomplete lineage sorting. Thus, the effect of the birth rate on species delimitation accuracy also depends on the effective population size. Hence, the birth rate and the effective population size are not independent from each other. Therefore, we keep the effective population size constant at $N := 50,000$ and investigate the effect of varying the scaled birth rate ($b' := 5, 10, 20, 40, 80, 160$). Intuitively, small $b'$ generate large evolutionary distances between species and vice versa, see Figure 4.3 and Figure 4.4 for two examples.

![Figure 4.3](image)

Figure 4.3: Histogram of pairwise sequence distances within and among species ($b' = 5$). A clear gap exists between two types of pairwise distances, sequence similarity based species delimitation approaches will work well for this case.

We used NMI, the normalized mutual information criterion [174] to assess to what degree the delimitation results of the different algorithms agree with
the ground truth. The NMI of two random variables $U$ and $V$ is defined as:

$$NMI(U, V) = \frac{2I(U, V)}{H(U) + H(V)}.$$  

(4.10)

$H(U)$ and $H(V)$ are the entropies of $U$ and $V$. The entropy is a measure of uncertainty in a random variable. Given a discrete random variable $X$ with $n$ possible values $\{x_1, ..., x_n\}$, the entropy is defined as:

$$H(X) = -\sum_{x_i=1}^{n} Prob(x_i)logProb(x_i).$$  

(4.11)

$I(U, V)$ is the mutual information (MI) of $U$ and $V$:

$$I(U, V) = \sum_{u \in U} \sum_{v \in V} Prob(u, v)log\left(\frac{Prob(u, v)}{Prob(u)Prob(v)}\right).$$  

(4.12)

$I(U, V)$ measures the information shared by $U$ and $V$. MI is nonnegative and symmetric (i.e. $I(U, V) = I(V, U)$). It is easy to see that if $U$ and $V$ are independent, then $Prob(u, v) = Prob(u)Prob(v)$, and therefore $I(U, V) = 0$.

NMI scales MI to a value between 0.0 and 1.0. In our case, the random variable is the partition $p_i$ of taxa, and $Prob(p_i) = |p_i|/ \sum_i p_i$. NMI = 1.
means that the delimitation is identical to the ground truth, while NMI = 0 means that the delimited species are randomly partitioned compared to the ground truth.

4.5 Results

4.5.1 Results for Empirical Data Sets

The number of putative species delimited for \textit{Dendarus}, \textit{Pimelia}, \textit{Tentyria}, and \textit{Gallotia} are comparable for all four methods (Table 4.1). For the \textit{Gallotia} data set, GMYC and PTP yield identical results. Three of the \textit{Gallotia} species were split into two separate groups according to the geographical isolation of the corresponding populations on different islands.

On the \textit{Rivacindela} dataset PTP yields a similar, but more conservative delimitation than GMYC. CROP and UCLUST yield dissimilar results, CROP only detects 6 clusters whereas UCLUST detects 82 clusters. It is worth noting that the PTP result presented here for the \textit{Rivacindela} dataset is different from [191]. This is because I used the phylogenetic tree from [124] for the sake of a fair comparison. I also removed the outgroup taxa and upgraded the PTP code to ignore close to zero branch lengths (see the discussions in section 4.6).

4.5.2 Results for Simulated Data Sets

The results on evenly sampled simulated data are summarized in Table 4.2, Table 4.3 and Table 4.4. On average, PTP shows the best performance and outperforms GMYC in all test scenarios. OTU-picking methods work well on data sets with small $b'$ values, that is when the evolutionary distances between species are large. For $b' \leq 20$, UCLUST generally outperforms PTP.

<table>
<thead>
<tr>
<th>Taxon</th>
<th>Morphological</th>
<th>GMYC</th>
<th>PTP</th>
<th>CROP</th>
<th>UCLUST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rivacindela</td>
<td>24</td>
<td>48</td>
<td>43</td>
<td>6</td>
<td>82</td>
</tr>
<tr>
<td>Dendarus</td>
<td>7</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>Pimelia</td>
<td>1</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>Tentyria</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Gallotia</td>
<td>7</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 4.1: Number of species delimitated on real data.
and yields the best overall results. However, with increasing $b'$ the accuracy of OTU-picking methods decreases steeply. As expected, for shorter sequence lengths (250-bp and 500-bp), accuracy deteriorates for all methods and in a more pronounced way for PTP and GMYC. However, even with sequence lengths of 250-bp, PTP still yields the best results on data sets with $b' > 20$.

On the unevenly sampled simulated data sets (Table 4.5, Table 4.6 and Table 4.7), the delimitation accuracy decreases for UCLUST and PTP. CROP and GMYC yield higher NMI scores than on evenly sampled datasets. On average, PTP yields the best results over all (evenly and unevenly sampled) simulated data-sets.

<table>
<thead>
<tr>
<th>$b'$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCLUST (0.03)</td>
<td>0.969</td>
<td>0.959</td>
<td>0.938</td>
<td>0.892</td>
<td>0.782</td>
<td>0.575</td>
<td>0.852</td>
</tr>
<tr>
<td>UCLUST (0.05)</td>
<td>0.971</td>
<td>0.947</td>
<td>0.904</td>
<td>0.798</td>
<td>0.576</td>
<td>0.249</td>
<td>0.741</td>
</tr>
<tr>
<td>CROP</td>
<td>0.964</td>
<td>0.930</td>
<td>0.848</td>
<td>0.646</td>
<td>0.232</td>
<td>0.038</td>
<td>0.609</td>
</tr>
<tr>
<td>GMYC</td>
<td>0.924</td>
<td>0.914</td>
<td>0.907</td>
<td>0.886</td>
<td>0.834</td>
<td>0.697</td>
<td>0.860</td>
</tr>
<tr>
<td>PTP</td>
<td>0.944</td>
<td>0.935</td>
<td>0.922</td>
<td>0.905</td>
<td>0.882</td>
<td>0.857</td>
<td>0.907</td>
</tr>
</tbody>
</table>

Table 4.2: Species delimitation accuracy (measured in NMI) on simulated evenly sampled data with a sequence length of 1000-bp

<table>
<thead>
<tr>
<th>$b'$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCLUST (0.03)</td>
<td>0.967</td>
<td>0.958</td>
<td>0.935</td>
<td>0.884</td>
<td>0.771</td>
<td>0.554</td>
<td>0.844</td>
</tr>
<tr>
<td>UCLUST (0.05)</td>
<td>0.969</td>
<td>0.945</td>
<td>0.897</td>
<td>0.787</td>
<td>0.555</td>
<td>0.269</td>
<td>0.737</td>
</tr>
<tr>
<td>CROP</td>
<td>0.964</td>
<td>0.927</td>
<td>0.836</td>
<td>0.613</td>
<td>0.187</td>
<td>0.027</td>
<td>0.592</td>
</tr>
<tr>
<td>GMYC</td>
<td>0.918</td>
<td>0.878</td>
<td>0.766</td>
<td>0.583</td>
<td>0.626</td>
<td>0.551</td>
<td>0.720</td>
</tr>
<tr>
<td>PTP</td>
<td>0.952</td>
<td>0.938</td>
<td>0.920</td>
<td>0.898</td>
<td>0.864</td>
<td>0.828</td>
<td>0.900</td>
</tr>
</tbody>
</table>

Table 4.3: Species delimitation accuracy (measured in NMI) on simulated evenly sampled data with a sequence length of 500-bp

We simulate the data in accordance with the GMYC model, that essentially adopts the PSC. To demonstrate the impact of the $b'$ parameter on clustering-based delimitation accuracy, we plotted the pairwise sequence distances within species and between directly adjacent species in the simulated tree, for $b' := 5$ and $b' := 160$ in Figure 4.3 and Figure 4.4. Lower $b'$
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<table>
<thead>
<tr>
<th>$b'$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCLUST (0.03)</td>
<td>0.967</td>
<td>0.954</td>
<td>0.930</td>
<td>0.871</td>
<td>0.735</td>
<td>0.522</td>
<td>0.829</td>
</tr>
<tr>
<td>UCLUST (0.05)</td>
<td>0.966</td>
<td>0.939</td>
<td>0.886</td>
<td>0.765</td>
<td>0.514</td>
<td>0.249</td>
<td>0.720</td>
</tr>
<tr>
<td>CROP</td>
<td>0.961</td>
<td>0.917</td>
<td>0.800</td>
<td>0.545</td>
<td>0.152</td>
<td>0.024</td>
<td>0.566</td>
</tr>
<tr>
<td>GMYC</td>
<td>0.892</td>
<td>0.620</td>
<td>0.484</td>
<td>0.464</td>
<td>0.550</td>
<td>0.503</td>
<td>0.585</td>
</tr>
<tr>
<td>PTP</td>
<td>0.946</td>
<td>0.927</td>
<td>0.907</td>
<td>0.881</td>
<td>0.833</td>
<td>0.780</td>
<td>0.879</td>
</tr>
</tbody>
</table>

Table 4.4: Species delimitation accuracy (measured in NMI) on simulated evenly sampled data with a sequence length of 250-bp values lead to larger evolutionary distances between species, that is, the so-called barcoding gap [128] is present. Increasing $b'$ reduces the evolutionary distances between species and the barcoding gap disappears (see [128] for examples of this phenomenon on real data). Therefore, our simulations show that clustering algorithms work on data sets containing a barcoding gap, because phylogenetic species are mostly consistent with sequence clusters in this case. However, clustering methods are prone to fail when the barcoding gap is not present because sequences cannot be told apart any more via sequence similarity alone.
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\[
\begin{array}{|c|cccccc|c|}
\hline
b' & 5  & 10 & 20 & 40 & 80 & 160 & Mean \\
\hline
UCLUST (0.03) & 0.936 & 0.936 & 0.920 & 0.882 & 0.775 & 0.563 & 0.835 \\
UCLUST (0.05) & 0.966 & 0.956 & 0.914 & 0.824 & 0.586 & 0.266 & 0.752 \\
CROP & 0.971 & 0.945 & 0.875 & 0.682 & 0.232 & 0.031 & 0.622 \\
GMYC & 0.941 & 0.901 & 0.870 & 0.792 & 0.658 & 0.610 & 0.795 \\
PTP & 0.943 & 0.927 & 0.904 & 0.878 & 0.835 & 0.784 & 0.878 \\
\hline
\end{array}
\]

Table 4.6: Species delimitation accuracy (measured in NMI) on simulated unevenly sampled data with a sequence length of 500-bp

\[
\begin{array}{|c|cccccc|c|}
\hline
b' & 5  & 10 & 20 & 40 & 80 & 160 & Mean \\
\hline
UCLUST (0.03) & 0.935 & 0.933 & 0.913 & 0.866 & 0.742 & 0.514 & 0.817 \\
UCLUST (0.05) & 0.962 & 0.948 & 0.902 & 0.791 & 0.545 & 0.269 & 0.736 \\
CROP & 0.970 & 0.937 & 0.852 & 0.616 & 0.192 & 0.021 & 0.598 \\
GMYC & 0.925 & 0.867 & 0.814 & 0.732 & 0.586 & 0.523 & 0.741 \\
PTP & 0.948 & 0.924 & 0.901 & 0.863 & 0.812 & 0.753 & 0.866 \\
\hline
\end{array}
\]

Table 4.7: Species delimitation accuracy (measured in NMI) on simulated unevenly sampled data with a sequence length of 250-bp

4.6 Summary

We introduced, implemented, and made available a new model (PTP) for species-delimitation that is mainly intended for delimiting species in single-locus molecular phylogenies. PTP can propose species boundaries that are consistent with the PSC. An important advantage of our method is that it models speciation in terms of the number of substitutions. Thereby, it circumvents the potentially error-prone and compute-intensive process of generating time-calibrated ultrametric trees which are required as input for GMYC.

Using real data sets, we show that delimitations inferred with PTP are comparable to delimitations obtained via GMYC. Simulations suggest PTP outperforms GMYC.

In addition, it is more straight-forward to use because it only requires a standard phylogenetic tree as input and because it is also substantially faster. On the 673-taxon meta-barcoding dataset (using a modern Intel desktop processor) for instance, r8s requires 3 days to complete while RAxML in
combination with PTP only requires a total of about 20 minutes to return a species delimitation.

Furthermore, the maximum likelihood estimators of $\lambda_s$ and $\lambda_c$ for PTP can easily accommodate multifurcations, while GMYC requires strictly bifurcating input trees.

We also compared GMYC and PTP to two clustering algorithms: CROP and UCLUST. From our point of view, the problem of species delimitation needs to incorporate data from various sources (e.g., sequences and trees) and also depends heavily on the species definition used. Thus, GMYC and PTP yield comparable results on real data because they are based on the phylogenetic species concept. In contrast, by their very definition, CROP and UCLUST simply identify sequence clusters. They are suited for data sets with the barcoding gap. The fact that there is a difference between sequence clusters and PSC-based species delimitation is underpinned by our simulations.

As we show, GMYC and PTP delimitation performance is more robust to the absence of the barcoding gap. Thus, when no prior information (barcoding gap presence) about the data set is available and the goal is to delimit phylogenetic species, GMYC and PTP should be preferred.

In the following, we discuss the current limitations of our approach.

Readers should keep in mind that, entities delimited by PTP are putative species only. The phylogenetic trees inferred on single-locus phylogenetic marker sequences are gene trees rather than species trees, albeit the hierarchical relationships above the species boundaries are expected to be mostly consistent with the species tree. However, the boundaries inferred by PTP are only approximate. Additional data needs to be integrated to further validate the delimitations, such as morphological characters and multi-locus sequence data [50] within an integrative taxonomy framework [121, 146]. The putative species delimited by PTP, can, for instance, be used as initial hypothesis that can be further scrutinized with multi-locus coalescent-based methods such as BP&P [188]. BP&P requires prior knowledge of species boundaries, and it represents a validation method, rather than a delimitation method. Due to its computational complexity, BP&P can currently only handle up to 20 species.

Since PTP initiates the search for the maximum likelihood delimitation at the root of the input phylogeny, the tree has to be correctly rooted to obtain accurate estimates. Also, PTP should be used with caution on datasets where the number of individuals sampled per species is unbalanced and where the over-sampled species exhibit small within-species variation.

In such cases, the inferred phylogeny will comprise both, subtrees (comprising one species and many individuals) with a large number of extremely
short branches, and subtrees (comprising one species but only few individuals) with short, but not extremely short branches. Such unbalanced samples may require the introduction of a third $\lambda$ parameter class of branches to accommodate (i) over-sampled within-species branches, (ii) within-species branches, and (iii) among-species branches. Otherwise, the species that are not over-sampled can not be delimited properly, that is, each individual is likely to be identified as a separate species. Hence, we either need a criterion for removing over-sampled sequences, or a criterion to decide when and how many additional classes of Poisson tree processes ($\lambda$ parameters) need to be introduced.

However, a major drawback of introducing additional Poisson tree processes classes is that, the delimitation search space becomes significantly larger. Hence, finding the maximum likelihood delimitation or a best-known delimitation represents a challenging task. Thus, before extending the number of classes, we feel that more work on the design and performance of heuristic search strategies for species delimitation is required to better characterize and understand the problem. This also applies to the heuristics used in multiple-threshold GMYC, given that the underlying optimization problems are very similar.
This Chapter introduces the Bayesian extension of the PTP model and the PTP web server. We will first develop the Bayesian PTP model on a single, fixed phylogenetic tree. We illustrate the idea with a simple example that the posterior probabilities can be calculated explicitly. We also show that, the posterior probability of delimitations is strongly correlated with species delimitation accuracy using simulated data. We then extend the Bayesian PTP model to sets of phylogenetic trees as obtained from Bayesian phylogenetic analysis. Finally, we briefly introduce the PTP web server.

5.1 Introduction

In chapter 4, we introduced the PTP model for species delimitation and three heuristic algorithms to search for the best-known maximum likelihood solution. However, the maximum likelihood solution is a point estimate, and it is hard to derive a confidence interval due to the discrete nature of the model. Furthermore, the search is only conducted on a single, fixed phylogenetic tree, which might contain a high degree of uncertainty.
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One solution is to use bootstrap trees, where we search for best-known maximum likelihood solutions of the PTP model on multiple phylogenetic trees obtained from the bootstrap replications [162]. These results can be combined or superimposed onto one phylogeny to derive confidence measures for species delimitations (see subsection 5.2.2).

Another solution, which is the main topic of this chapter, is to extend the PTP model using a Bayesian framework.

First, the uncertainty regarding the topologies can be accounted for, by using tree sets obtained via Bayesian phylogenetic inference. We can obtain the posterior distributions of model parameters, tree topology and branch lengths from Bayesian phylogenetic tree inference programs such as MrBayes [139] and ExaBayes [1]. Second, we apply the Bayesian framework to sample the marginal posterior distribution of species delimitations under the PTP model, independent of phylogenetic uncertainties (tree topologies and branch lengths). Finally, via Markov Chain Monte Carlo simulation (MCMC), we can potentially search a substantially larger species delimitation space than the three heuristic algorithms presented before. This may also yield delimitations with better likelihood scores than the heuristic search, if a maximum likelihood solution is desired.

I have implemented both the bootstrap and Bayesian extensions of PTP. They are freely available from [https://github.com/zhangjiajie/ptp](https://github.com/zhangjiajie/ptp). I have also designed a web interface for the PTP software and the GMYC model. The web server is available at [http://species.h-its.org/](http://species.h-its.org/) and the code is available at [https://github.com/zhangjiajie/PTP-web-server](https://github.com/zhangjiajie/PTP-web-server).

5.2 Bayesian Extension

5.2.1 Using a Single Phylogenetic Tree

We first consider a Bayesian PTP model for a single, fixed phylogenetic tree. Let $T$ be a phylogenetic tree with $m$ tips. Let $\theta_i$ be the species delimitation hypothesis, $i = 1, 2, \ldots, \xi$, where $\xi$ is the total number of possible delimitations on $T$, which ranges between $m$ and $1.502^m$ depending on the shape of $T$. Let $\lambda_s$ and $\lambda_c$ be the rate parameters for a between-species PTP and within-species PTP model respectively. Usually, we do not have prior information on how taxa should be clustered, so a flat prior $f(\theta)$ is assumed, that is, we consider all species delimitations to be equally likely. We further assume that $\lambda_s$ and $\lambda_c$ have a joint prior $f(\lambda_s, \lambda_c)$ and that it is independent of the delimitation prior $f(\theta)$. Then, the posterior probability of a species delimitation hypothesis $\theta_i$ is...
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\[
Prob(\theta_i|T) = \frac{\int \int f(\lambda_s, \lambda_c)f(\theta_i)f(T|\theta_i, \lambda_s, \lambda_c)d\lambda_s d\lambda_c}{\sum_{\theta_j} \int \int f(\lambda_s, \lambda_c)f(\theta_j)f(T|\theta_j, \lambda_s, \lambda_c)d\lambda_s d\lambda_c}.
\]

(5.1)

The likelihood of the model \( f(T|\theta_i, \lambda_s, \lambda_c) \) is given by Equation 4.9. For simplicity, \( \lambda_s \) and \( \lambda_c \) are estimated by their maximum likelihood estimators, following [134]. The normalization constant in Equation 5.1 is generally not possible to compute, because it involves summing over all possible species delimitations. Therefore, we adopt the Metropolis-Hastings algorithm (subsection 2.4.2) to sample from the posterior distribution.

Note that, because \( \lambda_s \) and \( \lambda_c \) are estimated using their maximum likelihood estimators, the acceptance ratio simplifies to:

\[
\alpha(\theta_i, \theta_j) = \min \left( 1, \frac{f(\theta_j)f(T|\theta_j, \lambda_s^j, \lambda_c^j)q(\theta_i|\theta_j)}{f(\theta_i)f(T|\theta_i, \lambda_s^i, \lambda_c^i)q(\theta_j|\theta_i)} \right).
\]

(5.2)

If we assume a flat prior for \( \theta \), then \( f(\theta_j)/f(\theta_i) = 1 \).

Following the approach used in the BP&P software [188], we design the proposal to either join or split a node based on the current delimitation in each step with equal probabilities. Once the join or split decision is made, each node that is eligible for a join or split will be chosen randomly with equal probabilities. A node is eligible for a split if it is the root of the tree, or its parent node has already been split and it is not a leaf node. After a split, the node being split represents a speciation event on the tree. A node is eligible for a join if both of its descendant nodes are either leaf nodes or joined nodes. If a node is joined, then all of its descendant (leaf) nodes belong to one species. An example for a join and split operation on a node is shown in Figure 5.1. We use \( x \) to denote the number of eligible nodes for a split and \( y' \) is the number of eligible nodes for a join after the split. Analogously, \( y \) is the number of eligible nodes for a join and \( x' \) denotes the number of eligible nodes for a split after the join operation. The Hastings ratio for a split is thus \( x/y' \), and for a join is \( y/x' \).

We summarize the Metropolis-Hastings algorithm for sampling from the posterior distribution of the PTP model in Algorithm 3.

Let \( b \) be the burn-in iterations, \( i \) be the sampling interval, and \( n \) be the number of MCMC iterations. The output of Algorithm 3 is \( N = (n - b)/i \) species delimitation results \( P_i \), that is, \( N \) partitions of all taxa. We can compute the posterior probability \( S_j \) of a certain group of taxa forming one species, by simply dividing the number of occurrence of those taxa delimited as one species by \( N \). We illustrate the idea with a simple example shown in Figure 5.2 where the the posterior probability can be calculated explicitly.
**Data:** A rooted phylogenetic tree $T$; burn-in iterations $b$; sampling interval $i$; number of MCMC iterations $n$

**Result:** A list of species delimitations sampled from the posterior distribution.

Set $t = 0$ and initialize delimitation configuration $P$ with one of the three Heuristics or at random;

repeat

1. Draw a random number $u$ uniformly between 0 and 1;
2. if $u \leq 0.5$ then /* Decide to join */
   1. /* Compute PTP log likelihood with Equation 4.9 */
   2. $L \leftarrow \text{ComputePTPLogLikelihood}(P)$;
   3. $X \leftarrow \text{FindNodesCanJoin}(P)$;
   4. Randomly choose one node $\eta$ from $X$;
   5. Join node $\eta$ and store the new delimitation configuration in $P'$;
   6. $L' \leftarrow \text{ComputePTPLogLikelihood}(P')$;
   7. $Y \leftarrow \text{FindNodesCanSplit}(P')$;
   8. /* Log-likelihood needs to be converted back */
   9. /* to likelihood */
   10. $\alpha \leftarrow \min \left(1, \frac{|X|}{|Y|} \times e^{L'-L} \right)$
3. else /* Decide to split */
   1. $L \leftarrow \text{ComputePTPLogLikelihood}(P)$;
   2. $X \leftarrow \text{FindNodesCanSplit}(P)$;
   3. Randomly choose one node $\eta$ from $X$;
   4. Split node $\eta$ and store the new delimitation configuration to $P'$;
   5. $L' \leftarrow \text{ComputePTPLogLikelihood}(P')$;
   6. $Y \leftarrow \text{FindNodesCanJoin}(P')$;
   7. $\alpha \leftarrow \min \left(1, \frac{|X|}{|Y|} \times e^{L'-L} \right)$
4. end

5. Draw a uniform random number $u$ between 0 and 1;
6. if $u \leq \alpha$ then
   1. $P \leftarrow P'$
7. end
8. if $t > b$ and $t \% i == 0$ then
   1. Save $P$
9. end
10. $t = t + 1$;
11. until $t > n$;

**Algorithm 3:** The Metropolis-Hastings Algorithm for Bayesian PTP
Figure 5.1: Illustration of join and split: join and split Node A. \( y/x' = 2/3 \), and \( y/x = 3/2 \). The thick lines represent among-species PTP, and the thin lines represent within-species PTPs.

There are five possible species delimitations for this example: \( P_1, P_2, P_3, P_4 \) and \( P_5 \) (Figure 5.3). We use \( LH(X) \) to denote the likelihood of delimitation \( X \), then \( LH(P_1) = 161850, LH(P_2) = 567913, LH(P_3) = 264116, LH(P_4) = 1346416 \) and \( LH(P_5) = 161850 \). The normalization constant can be computed as

\[
C = \sum_\theta f(\theta)f(T|\theta) = \sum_i LH(P_i) = 2502146 . \tag{5.3}
\]

To compute the posterior probability of a set of taxa \( A \) form one species, we consider every case where all taxa in \( A \) are grouped together, for example, \( A = \{e_1, e_2\} \) appears in \( P_2 \) and \( P_4 \), so the posterior probability of \( e_1 \) and
Figure 5.2: A simple example to illustrate the posterior probability calculation. The number on the branch is the posteriori probability that all its decedent taxa form one species. The posteriori probabilities are approximated by MCMC simulations, and they are superimposed onto the maximum likelihood delimitation. Number of MCMC iterations = 500,000, sampling interval = 100, burn-in = 50,000. The Newick representation of the example tree is ((e1:0.015, e2:0.014)E:0.1, (f1:0.03, f2:0.02)F:0.12)B;

e2 form one species is \( \rho = LH(P_2) + LH(P_3)/C \). We assign \( \rho \) to node \( E \), in order to denote the posterior probability of all descendant taxa of node \( E \) forming one species. We compare the posterior probabilities computed analytically and with the MCMC approximation in Table 5.1.

The posterior probabilities can be considered as support values to reflect our confidence on the species delimited. To determine the relationships between posterior probability and species delimitation accuracy, we compare the mean Bayesian support value (see below) and the NMI values (Equation 4.10) using the simulated data from subsection 4.4.2.

Similar to section 4.4, we infer the phylogenetic tree using RAxML [160], and search for the maximum likelihood delimitations. Then, the posterior probabilities are superimposed onto the maximum likelihood species delimitations. We define the mean Bayesian support value as:

\[
\frac{\sum_{i=1}^{m} S_i}{m},
\]

where \( S_i \) is the posterior probability of the \( i-th \) species delimited in the maximum likelihood solution, and \( m \) is the number of species. The NMI values are calculated between the maximum likelihood solution and the ground truth. Finally, we plot the mean Bayesian support values and the NMI values in Figure 5.4. The mean Bayesian support values and the NMI values are highly correlated \( (r = 0.91) \), suggesting that species delimitations with
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Figure 5.3: Five possible species delimitations of the tree in Figure 5.2. The thick lines represent among-species PTP, and the thin lines represent within-species PTPs.

higher posteriori probabilities are more likely to be correct.

5.2.2 Using Multiple Phylogenetic Trees

In this section, we extend the Bayesian PTP model for analyzing sets of phylogenetic trees as sampled from the posterior distribution of trees that are obtained by Bayesian phylogenetic inference methods.

Let $D$ be the sequence alignment. Let $\theta_i$ be the species delimitation hypothesis, and $\lambda_s, \lambda_c$ be the two rate parameters. Let $t$ be phylogenetic trees with branch lengths. We can now define the posterior probability as:

$$f(\theta_i | D) = \int \int \int f(\theta, \lambda_s, \lambda_c, t | D) d\lambda_s d\lambda_c dt$$

$$= \frac{\int \int \int f(\theta_i) f(\lambda_s, \lambda_c) f(t | \theta_i, \lambda_s, \lambda_c) f(D | t) d\lambda_s d\lambda_c dt}{\sum_{\theta_j} \int \int \int f(\theta_j) f(\lambda_s, \lambda_c) f(t | \theta_j, \lambda_s, \lambda_c) f(D | t) d\lambda_s d\lambda_c dt}.$$ (5.5)
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<table>
<thead>
<tr>
<th>Node</th>
<th>Species members</th>
<th>Posterior Probability</th>
<th>MCMC approximation (No. iterations)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>50000</td>
</tr>
<tr>
<td>B</td>
<td>e1, e2, f1, f2</td>
<td>$\frac{LH(P_1)}{C}$</td>
<td>0.064</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>500000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.064</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.064</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.060</td>
</tr>
<tr>
<td>E</td>
<td>e1, e2</td>
<td>$\frac{LH(P_2) + LH(P_3)}{C}$</td>
<td>0.765</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.758</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.771</td>
</tr>
<tr>
<td>F</td>
<td>f1, f2</td>
<td>$\frac{LH(P_3) + LH(P_4)}{C}$</td>
<td>0.644</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.661</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.640</td>
</tr>
<tr>
<td>e1</td>
<td>e1</td>
<td>$\frac{LH(P_2) + LH(P_3)}{C}$</td>
<td>0.170</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.184</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.169</td>
</tr>
<tr>
<td>e2</td>
<td>e2</td>
<td>$\frac{LH(P_2) + LH(P_4)}{C}$</td>
<td>0.170</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.184</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.169</td>
</tr>
<tr>
<td>f1</td>
<td>f1</td>
<td>$\frac{LH(P_2) + LH(P_4)}{C}$</td>
<td>0.292</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.282</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.300</td>
</tr>
<tr>
<td>f2</td>
<td>f2</td>
<td>$\frac{LH(P_2) + LH(P_4)}{C}$</td>
<td>0.292</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.282</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.300</td>
</tr>
</tbody>
</table>

Table 5.1: Comparison of analytic solution and MCMC approximation. Number of MCMC iterations = 50000 and 500000, sampling interval = 100, burn-in = 10%.

Because

$$f(t|D) = \frac{f(t)f(D|t)}{\int f(t)f(D|t)} ,$$

Equation 5.5 becomes

$$f(\theta|D) = \frac{\int \int f(\theta_i)f(\lambda_s, \lambda_c)f(t_i|\theta_i, \lambda_s, \lambda_c)f(t_i|D)d\lambda_s d\lambda_c dt}{\sum_{\theta_j} \int \int f(\theta_j)f(\lambda_s, \lambda_c)f(t_j|\theta_j, \lambda_s, \lambda_c)f(t_j|D)d\lambda_s d\lambda_c dt} .$$

Equation 5.7 indicates that we can run $k$ independent MCMC simulations on the $k$ trees obtained from Bayesian phylogenetic analysis programs. If
we keep $N$ samples from each MCMC simulation, there will be $kN$ species delimitations, or partitions $P_i$, where $i = 1...kN$ (see Section 4.1) that are sampled from the posterior distribution.

The goal of species delimitation is to propose one single “best” partition. Thus, we need to summarize these $kN$ partitions via a single partition. This is often called the clustering ensemble problem [163]. Suppose we are given $r$ partitions of the same data set, denoted as $P_1, P_2, ..., P_r$, where $r := kN$. The cluster ensemble problem defines a consensus function

$$\Gamma : \{P_i, i = 1...r\} \rightarrow P. \quad (5.9)$$

$\Gamma$ can be, for instance, a function to maximize the average NMI, then

$$P = \arg \max_{\hat{P}} \sum_{i=1}^{r} \text{NMI}(\hat{P}, P_i). \quad (5.10)$$

Solving the objective function in Equation 5.10 is a difficult combinatorial optimization problem. Because there are $\frac{1}{k} \sum_{i=1}^{k} \binom{k}{i} (-1)^{k-i} m^n$ possible partitions for $n$ objects and $k$ given partitions, conducting an exhaustive search for even on small data sets is not feasible.

A greedy heuristic algorithm was proposed by [163], however, evaluating the NMI function between two partitions requires $O(mn)$ time, where $m$
and \( n \) are the number of clusters in the two partitions. Thus, computing the average NMI has a time complexity of \( O(mnr) \). Therefore, even the greedy heuristic algorithm is disappointingly slow. There exists a number of alternative consensus functions, a review is provided in [112].

Here, for practical reasons, we use a simple approach by choosing one of the \( kN \) partitions sampled with the objective function:

\[
 f(P_i) = \sum_{j=1}^{kN} p_{i,j}, \quad i = 1 \ldots kN ,
\]

(5.11)

where \( p_{i,j} \) is the posteriori probability of the \( j \)th species in partition \( P_i \). Although this approach does not really combine partitions, it only has a time complexity of \( O(kN) \) and has the added benefit that the species delimitation is monophyletic, at least with respect to one phylogeny. Therefore, the delimitation results can be easily plotted onto one phylogenetic tree.

## 5.3 PTP Web Server

A web server that provides a user-friendly graphical interface for both the maximum likelihood and Bayesian (single, fixed phylogenetic tree) versions of the PTP model is freely available at [http://species.h-its.org/](http://species.h-its.org/). The server has been developed with the standard Django Python web framework ([https://www.djangoproject.com/](https://www.djangoproject.com/)).

The web server accepts a single phylogenetic tree in Newick or NEXUS format as input. The input tree can be rooted or unrooted. If it is unrooted, the tree is rooted with the outgroup taxa specified by the user. If the input tree is unrooted and no outgroup taxa has been specified, the server roots the tree on the longest branch. I use this rooting heuristic because if outgroup taxa exist in the tree, they are usually associated with long branches. The user can specify all MCMC parameters, and the server allows up to 500,000 MCMC iterations.

The results can be retrieved via the job id and user e-mail address. Users can download the output files in the results page including

- Samples of species delimitations from MCMC simulations.
- Likelihood trace for samples from MCMC simulations.
- Posterior probabilities of all delimited species.
- Maximum likelihood species delimitation.
• Species delimitation with highest Bayesian support (see Equation 5.11).

The maximum likelihood species delimitation can also be visualized via PhyloMap (chapter 6).

In addition to the PTP web server, I also created a web interface for the original R implementation of the GMYC model (see section 4.2), which was implemented by Tomochika Fujisawa and Tim Barraclough [61, 124]. The R code requires a strictly bifurcating ultrametric tree as input. Users can choose to use the single- or multi-threshold version of GMYC, and the output is summarized graphically. All of the above services are running on a dedicated machine with 48 AMD cores and 256GB of memory. The server has received over 5000 submissions at the time when this thesis was written.

5.4 Summary

This Chapter introduced the Bayesian extension of the PTP model, and the MCMC method to draw species delimitation samples from the posterior distribution. One important result from the Bayesian PTP analysis is the posterior probability of the species delimitation. We have shown that the posterior probability is highly correlated with species delimitation accuracy. The Bayesian PTP model can also account for phylogenetic uncertainty when applied to multiple trees sampled by Bayesian phylogenetic analysis. However, summarizing multiple species delimitations is a difficult task and requires further research. Finally, we presented a web server for both, the PTP and the GMYC model.
CHAPTER 6

Visualizing Large Sequence Data Sets

The content of this Chapter has been partly derived from the following peer-reviewed publication:

The content of this Chapter represents a substantial improvement to the original PhyloMap version, and other co-authors’ contribution to the above publication is not included in this Chapter.

This Chapter introduces a new algorithm, PhyloMap, for visualizing large sequence data sets. PhyloMap combines ordination, species delimitation, and phylogenetic tree inference to generate a visual representation of a large sequence data sets.

6.1 Introduction

Phylogenetic trees are commonly used to visualize the evolutionary relationships among homologous sequences [126]. When the number of sequences is
small, the relationships can be easily extracted from the tree. However, when a large number of sequences are analyzed, it becomes increasingly difficult to study the trees and detect patterns [123]. A common approach is to build a reduced tree by sub-sampling a small amount of data rather than constructing a comprehensive tree using the entire dataset [23, 63, 96, 154]. However, the sub-sampling is usually performed according to the intuition of the researcher and is thus not objective nor reproducible. Hence, the conclusions drawn from such trees may be biased.

According to the phylogenetic species concept (see section 4.1), phylogenetic relationships can only be reliably inferred among species. Thus, the sub-sampling should ideally include one and only one representative sequence from each species in the data set. If species memberships are unknown, species delimitation methods, such as PTP and GMYC (see chapter 4) can be applied to identify the putative species boundaries, and thereby reduce the number of sequences. However, there exist uncertainties in the species delimitation processes (see discussion in section 4.6), and this sub-sampling method may lead to loss of information.

Higgins used Principal Coordinate Analysis (PCoA) [74] to visualize large sequence data sets, which are difficult to visualize using phylogenetic trees. He showed that, PCoA can be considered complementary to phylogenetic tree analysis as it does not assume an underlying hierarchical structure in the data. PCoA has also been widely used to aid delimiting species [64, 81, 85, 165, 166]. Ordination (i.e., displaying a set of data points in two or three dimensions so as to make the relationships among the points in higher dimensional space visible) is a powerful tool to visualize large datasets with high dimensionalities. Nevertheless, it only preserves the main trends in the data and detailed information gets lost. When the intrinsic dimensions of the data set are high, the results can sometimes be misleading.

Here, we present a new method - Phylogenetic Map (PhyloMap) - that combines PCoA, species delimitation, and phylogenetic tree inference to generate an easy-to-interpret visualization of a large sequence data sets using all the data. At the same time, it tries to capture detailed relationships. PhyloMap first applies PCoA to identify the main trends. Then, PhyloMap uses PTP to delimit putative species and extract a species-level phylogeny. Finally, PhyloMap maps the phylogenetic tree onto the PCoA result by preserving the tree topology and the branch lengths. As the two different data sources are superimposed, the resulting plot can help to reduce the risk of misinterpretation.
6.2 The PhyloMap Algorithm

The input to PhyloMap is a comprehensive phylogenetic tree $T$ comprising all sequences $S$. First, a patristic distance matrix $D$ of the distances between all pairs of sequence is computed from $T$. The distance $d_{ij}$ between sequence $s_i$ and $s_j$ is the sum of all branch lengths along the path connecting $s_i$ and $s_j$ in $T$. $D$ serves as the input to PCoA to compute the principal coordinates of each sequence. Then, we use PTP to delimit species on $T$. The species delimitation result is a partition of $S$, which clusters $S$ into $q$ disjoint, and mutually exclusive clusters (see section 4.1). Then, we choose one sequence $r_i$ randomly from each delimited species as a representative. Subsequently, we prune $T$ down to $T'$ by only preserving $r_i$, $i = 1...q$. Finally, we adopt a multidimensional scaling technique similar to “Sammon’s mapping” [143] to map $T'$ onto the first two axes of the principal coordinates. The results can then be plotted for inspection. The steps of the PhyloMap algorithm are summarized in Figure 6.1.

PTP is implemented in Python, and an interactive GUI (Graphical User Interface) for visualization is implemented in Processing. The Processing programming language is based on JAVA, thus the PhyloMap Processing GUI can be used under most operating systems. It is freely available at https://github.com/zhangjiejia/PhyloMap. PhyloMap is also integrated with the PTP web server (section 5.3) to visualize species delimitation results.

The three most important steps in the PhyloMap algorithm are (i) species delimitation, (ii) Principal Coordinate Analysis, and (iii) mapping the species level phylogenetic tree onto PCoA results. Species delimitation has been described in chapter 4 and chapter 5. In the following, we will describe the Principal Coordinate Analysis, and the mapping algorithm.

6.2.1 Principal Coordinate Analysis

PCoA was first described by Gower [68]. It begins by converting the $n \times n$ distance matrix $D$, with elements $d_{ij}$, to a similarity matrix $E$ with elements:

$$e_{ij} = -\frac{1}{2}d_{ij}^2 .$$

(6.1)

$E$ is then centralized to obtain a matrix $F$ with elements:

$$f_{ij} = e_{ij} - \overline{e_i} - \overline{e_j} + \overline{e} ,$$

(6.2)

where $\overline{e_i}$ is the mean of row $i$, $\overline{e_j}$ is the mean of column $j$, and $\overline{e}$ is the grand mean of matrix $E$. 
Then, the eigenvectors and eigenvalues of matrix $F$ are calculated. Each eigenvector is normalized so that its sum of squares is equal to the corresponding eigenvalue. Thereafter, the eigenvectors are ranked according to the eigenvalues in decreasing order. The first two eigenvectors are used as two-dimensional coordinates for each sequence. The information (variation) preserved by the first two eigenvectors is the ratio of the sum of the first two eigenvalues and the sum of all eigenvalues.

### 6.2.2 The Mapping Algorithm

The core algorithm of PhyloMap consists in mapping of the induced species level phylogenetic tree $T'$ onto the two-dimensional coordinates calculated
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by PCoA. We adopted a multidimensional scaling method (MDS) similar to “Sammon’s mapping” [143], but a few changes have been made to adapt it to our specific problem.

A rooted phylogenetic tree has two types of nodes:

- Leaf nodes: nodes that do not have any children.
- Inner nodes: nodes that have child nodes and a parent node. The root node of the tree can be considered as a special inner node that does not have a parent node.

Each leaf node corresponds to one point in the two-dimensional PCoA result. The positions of these points are fixed, which means that, the coordinates of the leaf nodes are predefined and cannot be changed when drawing the tree. To preserve the branch lengths between nodes, we only need to move the inner nodes.

We first define an error function $E$:

$$E = \frac{1}{C} \sum_{i<j} \left( \frac{\delta_{ij}^* - \delta_{ij}}{\delta_{ij}^*} \right)^2,$$

where $C$ is the sum over all branch lengths of $T'$, and $\delta_{ij}^*$ is the branch length of branch $ij$ between two connecting nodes $i$ and $j$ in the tree, and $\delta_{ij}$ is the straight line distance between node $i$ and node $j$ in the 2D PCoA plot. If we denote $y_{ik}, k=1,2$ as the coordinates of node $i$, then

$$\delta_{ij} = \sqrt{\sum_{k=1}^{2} (y_{ik} - y_{jk})^2}.$$  

(6.4)

The algorithm employs a gradient descent method on the inner node coordinates to minimize $E$. We denote $E^{(m)}$ and $y_{ik}^{(m)}$ as the mapping error and inner node $i$’ coordinates after $m_{th}$ iteration of the gradient descent procedure, respectively. The coordinate of inner node $i$ in step $m+1$ is given by:

$$y_{ik}^{(m+1)} = y_{ik}^{(m)} - (MF) \left( \frac{\partial E^{(m)}}{\partial y_{ik}^{(m)}} \right) \left( \frac{\partial^2 E^{(m)}}{\partial y_{ik}^{(m)^2}} \right)^{-1},$$

(6.5)

where $MF$ is the “magic factor” which was determined empirically to be 0.3 [143]. The partial derivatives of coordinate $k$ for inner node $i$ are given by
∂E
∂y_{ik} = \frac{-2}{C} \sum_{p=1}^{L} \frac{\delta^*_p - \delta_{ip}}{\delta_{ip}\delta^*_p} (y_{ik} - y_{pk}) \quad (6.6)

and

\frac{\partial^2 E}{\partial y^2_{ik}} = \frac{-2}{C} \sum_{p=1}^{L} \frac{1}{\delta_{ip}\delta^*_p} \left[ (\delta^*_p - \delta_{ip}) - \frac{(y_{ik} - y_{jk})^2}{\delta_{ip}} (1 + \frac{\delta^*_p - \delta_{ip}}{\delta_{ip}}) \right], \quad (6.7)

where $L := 3$ for an internal node and $L := 2$ for the root node. Note that, an inner node $i$ is only constrained by three other nodes: one parent node and two child nodes. Thus, in Equation 6.6 and Equation 6.7, the partial derivatives only need to be computed for the three connecting nodes (two nodes for the root node).

Two types of errors can occur during the mapping:

1. $\delta^*_ij > \delta_{ij}$: the length of branch$_{ij}$ is longer in $T'$ than in the 2D PCoA plot.

2. $\delta^*_ij < \delta_{ij}$: the length of branch$_{ij}$ is shorter in $T'$ than in the 2D PCoA plot.

It is straightforward to display error type 1 in the 2D plot using a thicker stroke (line). We use the Gauss error function:

$$erf(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt$$

(6.8)

to scale the width $w_{ij}$ of branch$_{ij}$ between 1.0 to 5.0:

$$w_{ij} = \begin{cases} 1 & \text{if } \delta^*_ij \leq \delta_{ij} \\ 1 + 4erf\left(\frac{\delta^*_ij}{\delta_{ij}} - 1\right) & \text{if } \delta^*_ij > \delta_{ij} \end{cases} \quad (6.9)$$

Thus, in the gradient descent procedure, we use a strategy which tries to minimize error type 2 by updating the branches which contain error type 2 more frequently than those contain error type 1.

The algorithm is summarized in Algorithm 4.
Input: The induced species level tree $T'$ with $q$ leaf nodes; Leaf-node coordinates $x_{ik}$, where $i = 1...q$ and $k = 1,2$; Number of iterations $n$.

Result: Internal-node coordinates $y_{ik}$, where $i = 1...(q-1)$ and $k = 1,2$; Branch width $w_{ij}$ for each branch in $T'$.

Randomly initialize all $y_{ik}$;
Compute $\delta_{ij}^*$ from $T'$;
Compute $\delta_{ij}$ using $x_{ik}$ and $y_{ik}$;

repeat
  foreach inner node $i$ of $T'$ do
    if $m \% 5 == 0$ then
      update the $y_{ik}$ with Equation 6.5;
    else
      update the $y_{ik}$ with Equation 6.5 only if there exists at least one branch connected to this node with $\delta_{ij} > \delta_{ij}^*$;
    end
    update $\delta_{ij}$ using $x_{ik}$ and $y_{ik}$;
  end
  $m = m + 1$;
until $m > n$;
Compute $w_{ij}$ for each branch in $T'$ with Equation 6.9;

Algorithm 4: The PhyloMap Mapping Algorithm

6.3 Results and Discussion
Figure 6.2: PhyloMap plot for the *Rivancidella* dataset (subsubsection 4.4.1.1). The plot is a screen shot of the Processing GUI showing three species with sequence names. The variance explained by the first axis (horizontal axis) is 65.05 %, and 7.53 % by the second axis (vertical axis). Each circle in the plot represents a sequence, and different species are colored differently.
We have computed a PhyloMap for the *Rivancidella* dataset (for details of this dataset, please see subsection 4.4.1.1), the result is displayed in Figure 6.3. Figure 6.3 is a screen shot of the PhyloMap GUI. The GUI allows users to view sequence names, all sequence names belonging to one species, change sequence name positions, and export publication quality figures. Furthermore, we make the GUI available via a web service using the Processing.js JavaScript translator (http://processingjs.org/). The PhyloMap web service is an integrate part of the PTP web server (section 5.3).

From the *Rivancidella* PhyloMap, we can clearly identify two main sister groups, which need to be shown as two separate subtrees on two printed pages in the original publication [124]. However, without the information from the mapping tree ($T'$), the plain PCoA result fails to portray the distances between some species. For instance, the species composed of sequences 117.1 - 117.6, and the species composed of sequences 114.1 - 114.6 are indistinguishable in the 2D PCoA plot. But if we take into account the mapped species-level tree, the distances are substantially larger. The real distance may require more dimensions in the PCoA to be properly displayed. Therefore, the tree can be considered as a means to add more dimensions to the 2D PCoA plot.

While phylogenetic tree inference methods have come of age, their interpretation still relies heavily on visual inspection [33, 111]. The difficulties of analyzing huge trees have mostly been addressed by developing sophisticated tree visualization software. Visual data exploration usually follows a three-step process [84]: overview, zoom and filter, and details-on-demand. Despite advances in visualization software [145, 190], it remains difficult to comprehend the entire tree in the overview stage. PhyloMap was developed specifically for improving the overview stage by summarizing the main phylogenetic information. Both PCoA and PTP can be considered data compression techniques that are suited to preserve the most important information in the data. Once the main trends in the data set have been identified, one can zoom into areas of interest, thus reducing the data set to a size that can be more easily visualized.

Other means of adding information to ordination such as superimposing a minimal spanning tree and a relative neighborhood graph have been proposed by Guiller [69]. However, these methods require using all data, and hence generate difficult-to-interpret results when the data set is large. Our method also serves as a generic way to add one more layer of information to a data ordination analysis that can alternatively be described via a tree.

The PCoA used here is a linear dimensionality-reduction technique [130, 170]. Despite the recent advances in nonlinear dimensionality reduction, we believe that PCoA is appropriate for PhyloMap. First, PCoA finds the
greatest variance in the data set. In other words, it preserves the global patterns and this is one of the main goals of PhyloMap. Other methods such as Isomap [170] that uses geodesic distances might not be well-suited for phylogenetic analyses. Methods such as LLE [140] are designed to preserve local properties which is obviously not the goal of PhyloMap. Second, PCoA is robust in the sense that it does not depend on the initialization conditions and is parameters-free.

It is worth noting that the method presented in this Chapter represents a substantial improvement with respect to the original PhyloMap version described in [193]. First, we replaced the “Neural-Gas” [101] sequence clustering method with the PTP species delimitation approach. Neural-Gas requires the number of clusters as input parameter, and lacks a clear biological interpretation of the clusters. PTP, however, can determine the number of sequence clusters automatically by searching for the maximum likelihood solution. The sequence clusters found by PTP can be considered as putative species according to the PSC. Second, we implemented an interactive GUI for displaying the PhyloMap plot. The GUI is essential for a visualization tool, but it was not available in the original PhyloMap.

6.4 Summary

PhyloMap is a robust algorithm for analyzing and displaying phylogenetic relationships in large sequence data sets. It uses the entire input data set (the comprehensive full tree) and avoids the bias introduced by empirical sub-sampling. PhyloMap introduces two data compression techniques (dimensionality reduction and species delimitation) to reduce the size of the data without losing important information. The visualization summarizes the main phylogenetic information and overcomes the shortcomings of stand-alone phylogenetic tree and ordination analyses.
CHAPTER 7

Paired-End Reads Merger

The content of this Chapter has been derived from the following peer-reviewed publication:

Kassian Kobert and I designed the statistical test described in subsection 7.2.2 together, Tomas Flouris implemented the largest part of the C code and developed the memory manager described in subsection 7.2.4.

Illumina paired-end sequencing technology can generate reads from both ends of target DNA fragments, which can subsequently be merged to increase the overall read length (Figure 7.1). There already exist tools for merging these paired-end reads when the target fragments are equally long. However, when fragment lengths vary and, in particular, when either the fragment size is shorter than a single-end read, or longer than twice the size of a single-end read, most state-of-the-art mergers fail to generate reliable results.

We present the PEAR software for merging raw Illumina paired-end reads from target fragments of variable length. The program evaluates all possible paired-end read overlaps and does not require the target fragment size as input. It also implements a statistical test for minimizing the number of false-positive results. Tests on simulated and empirical data show that, PEAR consistently generates highly accurate merged paired-end reads. A
highly optimized implementation allows for merging millions of paired-end reads within a few minutes on a standard desktop computer. On multi-core architectures, the parallel version of PEAR shows linear speedups compared to the sequential version of PEAR.

PEAR is implemented in C and uses POSIX threads. It is freely available at [http://www.exelixis-lab.org/pear](http://www.exelixis-lab.org/pear)

![Figure 7.1: Three possible scenarios for paired-end read lengths and target DNA fragment lengths. A: short overlap between the paired-end reads; B: no overlap between the paired-end reads; C: single end read length is larger than the target DNA fragment length.](image)

### 7.1 Introduction

The Illumina sequencing platform can produce millions of short reads in a single run. The deep sequencing capability and low cost of the sequencing-by-synthesis technology is useful for a plethora of applications ranging from whole-genome sequencing [94, 181] to profiling microbial communities by sequencing the hypervariable regions of the 16S rRNA gene [7, 19, 36, 137, 195]. However, single-end reads produced by the Illumina platform typically have a length that ranges from 75 to 300-bp. Furthermore, there is an exponential increase in error rates along the reads [30] ([Figure 7.2](image)).

The Illumina platform can also generate paired-end reads by sequencing the forward and reverse strands of each target DNA fragment. If the target DNA fragment size is smaller than twice the length of the single-end reads, that is, if there exists an overlap, the corresponding paired-end reads can be merged into a fragment. By merging paired-end reads, the overlapping region between them can also be deployed for correcting sequencing errors, and
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Figure 7.2: Quality score plot of simulated 100-bp paired-end reads before merging.

Potentially yield sequences of higher quality (Figure 7.3). Merging paired-end reads is the first processing step in a plethora of sequence analysis pipelines. Hence, its accuracy is crucial for all downstream analyses.

There exist several proof-of-concept mergers such as iTag [36], BIPES [195], and Shera [137]. Some production-level mergers FLASH [100], PANDAseq [102], and COPE [94] have also been recently introduced.

Shera merges the reads by maximizing the number of matches between the paired-end reads. Both, Shera and FLASH (see below), ignore the quality scores of the base calls. Shera merges all reads and leaves it to the user to decide which merged reads are correct. Since it is a proof-of-concept implementation, it is up to 100 times slower than competing mergers.

FLASH constructs merged reads that maximize the overlap length-to-matches ratio. FLASH requires the mean DNA fragment size and standard deviation of the fragment size as input parameters. It can therefore only merge paired-end reads into fragments of “almost” identical size. Furthermore, our tests show that FLASH performs poorly when the overlaps between reads are short.

COPE deploys an analogous approach as FLASH for finding the best overlap, but also takes into account the quality scores of mismatches. COPE is designed to handle deep genome sequencing datasets. Thus, it considers that k-mers that occur infrequently are likely to be sequencing errors. COPE exhibits high memory requirements and also relatively long execution times.

PANDAseq merges fragments by maximizing the probability of true sequence matches, given the observed sequences. It combines quality scores with sequence matches and thereby improves merging quality. In contrast to
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Figure 7.3: Quality score plot of simulated 100-bp paired-end reads after merging (mean overlap = 35-bp).

FLASH, PANDAseq works well with short overlap regions and does not require prior knowledge of the target DNA fragment size. However, it assumes that all paired-end reads can be merged. Thus, if the sample contains DNA fragments that are at least twice as long as the single-end reads, PANDAseq exhibits a high false-positive rate.

Finally, most current paired-end mergers assume that the DNA fragments are longer than the individual single-end reads. When this does not hold, for example when sequencing the V6 region of 16S rRNA genes of bacterial samples (fragment sizes range between 110 and 130-bp [65]) with read lengths of 150-bp (see case A in Figure 7.1), current mergers will generate erroneous results.

Here we present PEAR, a fast and accurate paired-end read merger. PEAR merges reads by maximizing the assembly score (AS) of the read overlap via a scoring matrix that penalizes mismatches with a negative value $\beta$ and rewards matches with a positive value $\alpha$. Our approach takes quality scores and sequence matches into account. It does not require pre-processing of the raw data or specifying the fragment size. Furthermore, PEAR neither requires prior information on read length nor target fragment size. It can reliably identify reads that can either be merged or need to be discarded. The program is accurate on datasets with (i) short overlaps and (ii) DNA target fragment sizes that are smaller than single-end read lengths.

To identify false-positive merged reads, we propose a statistical test that is based on the observed expected alignment scores. On simulated paired-end reads with a mean overlap of 20-bp, PEAR correctly merges 90.44% of the fragments with a false-positive rate of 2.78% when our statistical test is
7.2. The Merging Algorithm

7.2.1 Overlap Algorithm

In paired-end sequencing mode, the Illumina Consensus Assessment of Sequence and Variation (CASAVA) software generates two FASTQ files \([25]\), one for each reading direction of the fragment. The files contain exactly the same number of reads. Corresponding paired-end reads can be identified by their coordinates in the flow cell. The Illumina flow cell is a planar optically transparent surface similar to a microscope slide. It contains a lawn of oligonucleotide anchors bound to its surface.

PEAR scores all possible overlaps for each pair of corresponding paired-end reads to determine the overlap with the highest AS (Assembly Score). Subsequently, PEAR conducts a statistical test to assess the statistical significance of the merged reads. If the merged reads do not pass this test or if the overlap length is smaller than a user-defined threshold (based on the expected approximate sequence length in the experiment) the pair of reads will not be merged. Otherwise, PEAR returns the merged fragment and will also correct errors using the Illumina quality scores.

For each base, CASAVA (v1.8) yields an ASCII-encoded quality score, that represents an integer value \(Q\), which can be converted into the probability \(e\) of a sequencing error at the base via \(e = 10^{\frac{Q-33}{10}} (e = 10^{\frac{Q-64}{10}}\) in earlier CASAVA versions). The base frequency of a nucleotide is the number of occurrences of that nucleotide in the FASTQ files divided by the total number of bases. The probability \(q\) of a random base match is: \(q = P_A^2 + P_T^2 + P_G^2 + P_C^2\). Given an overlapping region \(C := (X, Y)\), where \(X\) and \(Y\) are the overlapping segments of the two reads, we denote the observed (resp. true) base at position \(i\) of the overlap by \(X_i, Y_i\) (resp. \(X'_i, Y'_i\)). We denote the length of the
overlap region by $|C|$. The probability that base $X_i$ (resp. $Y_i$) is erroneous is $e_{X_i}$ (resp. $e_{Y_i}$). Assuming that errors are independent events, we can calculate the probability of a true base match, given the observed base match as

$$
\Pr[X'_i = Y'_i | X_i = Y_i] = (1 - e_{X_i})(1 - e_{Y_i}) + e_{X_i}e_{Y_i} \frac{\sum_{b \neq X_i} ACGT^b P_b^2}{(\sum_{b \neq X_i} P_b)^2}.
$$

The probability of a true base match, given the observed base mismatch is

$$
\Pr[X'_i = Y'_i | X_i \neq Y_i] = (1 - e_{Y_i})e_{X_i} \frac{P_{Y_i}}{\sum_{b \neq Y_i} ACGT^b P_b} + (1 - e_{X_i})e_{Y_i} \frac{P_{X_i}}{\sum_{b \neq X_i} ACGT^b P_b} + e_{X_i}e_{Y_i} \frac{\sum_{b \neq X_i,Y_i} ACGT^b P_b^2}{(\sum_{b \neq X_i} P_b)(\sum_{b \neq Y_i} P_b)},
$$

and the probability of a true base mismatch, given the observed base mismatch (or match) is

$$
\Pr[X'_i \neq Y'_i | X_i \neq Y_i] = 1 - \Pr[X'_i = Y'_i | X_i \neq Y_i],
\Pr[X'_i \neq Y'_i | X_i = Y_i] = 1 - \Pr[X'_i = Y'_i | X_i = Y_i].
$$

If any of the bases is undetermined (denoted by $N$),

$$
\Pr[X'_i = Y'_i | X_i = N \text{ or } Y_i = N] = q,
\Pr[X'_i \neq Y'_i | X_i = N \text{ or } Y_i = N] = 1 - q.
$$

PEAR calculates the AS for each possible overlap (assuming no gaps, since they are infrequent on Illumina platforms) with a scoring matrix that rewards matches by a positive value $\alpha$ and penalizes mismatches with a negative value $\beta$. Scoring matrices for evaluating sequence alignments are routinely used, for instance, in BLAST and Bowtie2. Elaborate tests using simulated data showed that setting $\alpha := 1.0$ and $\beta := -1.0$ yields the best results. Given the overlap $C := (X,Y)$, we define AS as

$$
\sum_{i=1 \ldots |C|} (\Pr[X'_i = Y'_i | X_i = Y_i] \cdot \alpha)^{\delta_i} (\Pr[X'_i \neq Y'_i | X_i \neq Y_i] \cdot \beta)^{1-\delta_i},
$$

where

$$
\delta_i = \begin{cases} 
1 & : \text{A match is observed (}X_i = Y_i) \\
0 & : \text{A mismatch is observed (}X_i \neq Y_i) 
\end{cases}.
$$

For the merged reads, PEAR computes the overlap that maximizes the AS. We denote the overlap that maximizes the AS by $C^*$. 
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7.2.2 Statistical Test to Control False Positive Rate

To test the significance of the merged reads and to identify reads that shall not be merged, we calculate a \( p \)-value for the null hypothesis that the two corresponding reads are independent from each other. By independent we mean that any overlap between the two reads occurs purely by chance. For an overlap \( C = (X, Y) \) between two reads \( x \) and \( y \), we define \( \text{OES}(C) \) to be the observed expected alignment score (OES)

\[
\text{OES}(C) = \sum_{i=1}^{\left|C\right|} \Pr[X_i' = Y_i' | X_i, Y_i] \cdot \alpha + \Pr[X_i' \neq Y_i' | X_i, Y_i] \cdot \beta
\]

and

\[
\hat{\text{OES}}(x, y, \omega) = \max_{\hat{C} \in \mathcal{D}(x, y, \omega)} \text{OES}(\hat{C}) ,
\]

where \( \mathcal{D}(x, y, \omega) \) is the set of all possible overlaps between sequences \( x \) and \( y \) with a size of at least \( \omega \).

Let \( \tilde{x} \) and \( \tilde{y} \) be two independent random sequences and let us further assume that there are no sequencing errors. Then, the \( p \)-value, that is, the probability of a random sequence producing an OES that is at least as high as the OES obtained from the merged reads, is defined as the probability of \( \hat{\text{OES}}(\tilde{x}, \tilde{y}, \omega) \) being greater or equal to the observed \( \text{OES}(C^*) \). We obtain

\[
\Pr(\hat{\text{OES}}(\tilde{x}, \tilde{y}, \omega) \geq \text{OES}(C^*)) = 1 - \prod_{C \in \mathcal{D}(\tilde{x}, \tilde{y}, \omega)} \Pr(\text{OES}(C^*) > \text{OES}(C))
\]

\[
= 1 - \prod_{C \in \mathcal{D}(\tilde{x}, \tilde{y}, \omega)} \sum_{k=0}^{\ell(|C|)} \binom{|C|}{k} \cdot q^k \cdot (1 - q)^{|C| - k}
\]

\[
\leq 1 - \left( \prod_{i=\omega}^{\ell(C)} \sum_{k=0}^{\max(l_1, l_2)} \binom{i}{k} \cdot q^k \cdot (1 - q)^{i - k} \right)^2
\]

\[
\leq 1 - \left( \prod_{i=\omega}^{\infty} \sum_{k=0}^{\ell(i)} \binom{i}{k} \cdot q^k \cdot (1 - q)^{i - k} \right)^2
\]

\[= p\text{-value} ,
\]

where

\[
\ell(c) = \left[ (\text{OES}(C^*) - \beta \cdot c) / (\alpha - \beta) \right] - 1 .
\]

By default, PEAR uses an OES with a \( p \)-value < 0.01 as cutoff. If the OES of the best merged read is smaller than this value, the reads will not be merged.
Choosing a smaller $p$-value will reduce the false-positive rate of the merged sequences, but a lower number of reads will be merged.

If the underlying overlap size is unknown, $\omega$ can be set to 1.0. If, however, the overlap is known to be short ($\leq 35$-bp in our simulations), our statistical test will reject up to 4% (based on our simulations) of correctly merged sequences because of low quality scores. To recover more merged reads, we provide the possibility to set $\omega$ to the computed overlap size after the merging step, instead of using a predefined fixed value. However, when using this work-around, the $p$-value of the statistical test is not valid anymore, since $\omega$ depends on the output of our algorithm. This implies that, the random sequences are more restricted when choosing overlaps than the original input sequences. We will refer to the aforementioned, valid $p$-value as the maximal accepted probability (MAP). Our tests show that PEAR can produce 4% more merged sequences using MAP at the cost of a slight (approximately 0.1%) increase in false-positive rates.

### 7.2.3 Output

PEAR generates four FASTQ output files. One contains the successfully merged reads, two files contain the forward and reverse unmerged reads, and one the discarded reads. Discarded reads are reads that fail to pass one of the following quality filters, which are applied after the merging process. These filters require the user to set some program parameters, which are outlined below. By default, PEAR does not apply these quality filters.

**Minimum quality score for trimming** It is common to trim the reads and use their high quality part, due to the low quality of base calls toward the end of Illumina reads [19]. Consequently, PEAR includes the option to trim unmerged reads that contain at least two consecutive bases with quality scores lower than a user-specified minimum quality score value.

**Minimum length of output sequences** PEAR discards merged sequences or trimmed, unmerged reads that are shorter than this threshold.

**Maximum length of the output sequences** PEAR discards sequences that are longer than the specified maximum length.

**Maximum proportion of uncalled bases** This parameter allows for discarding reads that contain more than the specified proportion of un-called bases $N$. When the value is set to 0, it will discard all reads containing one or more uncalled bases $N$. 
7.2. THE MERGING ALGORITHM

Now, assume two reads \( x \) and \( y \) can be merged and have an overlapping region \( C \). PEAR will correct errors in the overlapping region and compute updated quality scores for the overlap. For every pair of corresponding observed bases \( X \) and \( Y \) in \( C \) and their quality scores \( e_X \) and \( e_Y \), respectively, we distinguish four cases — \( X \) and \( Y \) are identical, different, one of them is uncalled, or both of them are uncalled. When the two bases are identical, PEAR simply inserts this base into the corresponding position in the merged sequence and assigns the product of the quality scores: \( e_X e_Y \) because errors are independent of each other (see section 7.2). However, many other programs assume a maximum quality score of 40. Quality scores over 40 can easily crash many downstream analysis programs. Thus, PEAR by default caps any quality scores greater than 40 to 40.

When the base pairs are different, PEAR inserts the base with the highest quality score and the corresponding quality score. If (only) one of the two bases is uncalled (\( N \)), PEAR uses the called base and its quality score. Finally, if both bases are uncalled we arbitrarily use the lower of the two quality scores, since a quality score is required to generate a valid FASTQ output file.

7.2.4 Parallelization and Memory Management

PEAR runs on standard laptop and desktop computers. We implemented a memory allocator and manager that allows PEAR to only use a predefined amount of memory that the user can specify via a command-line switch. PEAR can use several gigabytes, but also just a few kilobytes of RAM.

Current off-the-shelf laptops and servers consist of multi-core processors with a minimum number of two cores per processor, thus increasing the total processing power of the system. However, RAM clock rates are still slower than CPU clock rates (also known as “memory-gap”). Thus, the time required for loading data from RAM into cache memories and registers can lead to performance deterioration. Currently, most tools process sets of paired-end reads iteratively. They load a set of reads and merge them until all reads in this set have been merged. Because disk accesses are serial, most tools suffer from waiting times induced by loading reads into RAM and the caches. To alleviate this performance bottleneck, PEAR uses a standard double-buffering technique.

The main idea of double buffering techniques is to split-up the available RAM (specified by the user) into two buffers of equal size, which we denote as active and passive buffer. At program start-up there is an initial latency until the active buffer has been filled with reads for the very first time. Then, a dedicated thread (which we denote as reader thread) loads a second set of
reads into the passive buffer while the remaining threads process the reads in the active buffer. If the reader thread has already loaded the next set while the remaining threads are still processing the reads in the active buffer, the reader thread will also start merging reads. Thereby, we can parallelize the process of reading from disk and merging reads. By using this technique, we hide the latency of disk accesses and can use the majority of threads/cores for merging short reads and thus reduce overall run time. The optimal RAM setting is machine- and data-set specific. Based on our observations on merging 150-bp paired-end reads data sets on a 48 core Magny-Cours system, we set the default memory buffering to 200MB.

7.3 Experimental Settings

To evaluate PEAR and compare it to the three state-of-the-art mergers (FLASH v1.2.6, PANDAseq v2.4, COPE v1.1.2), we used simulated data sets with varying overlap and DNA fragment sizes as well as the following two empirical data sets:

1. Deep sequencing data of the *Staphylococcus aureus* genome by [99],

2. Reads generated from paired-end sequencing of a known single sequence (template) used by [102] to test PANDAseq.

7.3.1 Simulated Data

To mimic the sequencing of multiple hypervariable regions of 16S rRNA, we extracted a reference sequence data set of 1000 full-length bacterial 16S rRNA gene sequences from the RDP classifier training data set [179]. We then used ART (v1.5.0) [77] to simulate 100-bp paired-end reads, with mean target DNA fragment sizes of 101, 150, 165, 180, 190, and 250-bp, and a standard deviation of 10-bp. We set the parameters of ART to generate target DNA fragments by randomly sampling the reference sequences until a ten-fold coverage of the reference data set was attained. To obtain a more realistic test dataset, we used two read quality profiles for simulating either end of the respective pairs. The target DNA fragments produced by ART provide the ground truth for the merged paired-end reads.

We also generated an additional set of 150-bp long reads with a mean fragment size of 101-bp, by extending all single reads in the above 101-bp fragment size set to a length of 150-bp. We extended the reads by complete random sequences with the lowest possible quality scores. This setup emu-
lates case C (see Figure 7.1) where the DNA fragment size is smaller than the length of a single-end read.

We executed PEAR, COPE, FLASH, and PANDAseq on the above data sets and compared the lengths of the merged reads with the true fragment lengths. We only consider merged sequences whose length is equal to the true fragments size as correctly merged sequences. When the fragment size is at least twice as long as the single read length, we consider that a result returning unmerged reads is correct. We executed PEAR with three different settings: a) statistical test disabled, b) \( p = 0.01 \), and c) MAP = 0.01. In all tests the minimum overlap size is 1; for all other parameters we use the default values. We ran PANDAseq with default parameters as well as with a minimal overlap setting of 10-bp. FLASH requires the mean fragment length and a proper minimal overlap value in order to work correctly. Therefore, we ran it with the known/true mean fragment lengths. COPE includes four different modes of execution. Mode 0 is similar to the FLASH approach, but with more stringent alignment score parameters. Modes 1 and 2 further utilize \( k \)-mer frequencies, and full-mode runs all three modes sequentially and concatenates the results. COPE generated a segmentation fault on our simulated data under COPE modes 1 and 2. Therefore, we only report results obtained under COPE mode 0.

### 7.3.2 Staphylococcus Aureus Genome Data

This data set was initially generated by \[99\] (available for download at \url{http://gage.cbcb.umd.edu/data}) to assess short read-based genome assembly quality. We used the raw data set which contains 647 052 pairs of 101-bp long reads with a mean DNA fragment size of 180-bp and 45-fold coverage of the \textsl{Staphylococcus aureus} genome. To determine the true target DNA fragment sizes, we used Bowtie2 \[90\] to map the merged reads to the reference genome. We use the raw data set which contains 647 052 pairs of 101-bp long reads with a mean DNA fragment size of 180-bp and 45-fold coverage of the \textsl{Staphylococcus aureus} genome. We use the corresponding end-to-end mode in Bowtie2 and do not allow for opening gaps in either sequence (the reads and the reference genome). This guarantees that all merged reads that can be mapped to the reference genome are correctly merged. This is because there are two possible scenarios for incorrectly merged reads: (i) they can be longer than the correct one, in which case the sequences can be aligned by opening gaps in the reference sequence or (ii) they are shorter than the correct one, and the sequences can be aligned by opening gaps in the merged sequences. Therefore, we consider that a merged paired-end read is correct only if Bowtie2 finds a hit on the reference genome. Note that, the results are conservative because some of the correctly merged reads might be missed by Bowtie2 due to sequencing errors.
7.3.3 Single Known Sequence Data

We used a data set that was deployed by [102] to assess PANDAseq. The data set contains paired-end reads from a single template sequence. The template sequence is the V3 region of the *Methylococcus capsulatus* (ATCC 33009) 16S rRNA gene. It has a length of 198-bp, including the primers. The FASTQ files contain 673,845 pairs of 108-bp long paired-end reads. Each pair overlaps by exactly 18-bp. We calculate the “true” merged reads by computing a global pair-wise sequence alignment between the merged reads and the template sequence. Subsequently, we check if the overlapping region contains a gap. We consider a merged read to be correct if there is no gap. We also calculate the error rate (ER) of the merged reads to evaluate error correction performance. The ER is the average number of errors per merged read (excluding gaps) with respect to the template sequence. We ran PEAR with default parameters. We executed PANDAseq with default parameters and with a minimum overlap setting of 10-bp. We applied FLASH with a template sequence length of 198-bp and a read length of 108-bp.

7.4 Results

7.4.1 Simulation

|Table 7.1–Table 7.6| shows experimental results. With the exception of the first test case (no overlaps), PEAR consistently generates a larger number of correctly merged sequences when the statistical test is disabled. PEAR merges fewer correct fragments when the statistical test is enabled. When setting the *p*-value or MAP to 0.01, PEAR shows lower *false-positive rates* (FPR) than all three competing mergers except for data sets with no overlaps. When we use MAP to evaluate the merged reads, PEAR produces more merged reads with a FPR that is analogous to the FPR generated by PEAR with the statistical test. PEAR is robust with respect to short overlaps because it can still merge approximately 40% of the reads when the mean overlap is only 10-bp. The FPR of 0.64% (MAP = 0.01) under this setting is ten times lower than for FLASH and PANDAseq. When reads do not overlap, PEAR classifies them as unmerged with a FPR of 0.03%. Here, the FPR is defined as the fraction of merged reads that should not have been merged. Overall, PEAR shows low FPRs across all test scenarios (overlap lengths). In addition, it does not require any prior knowledge regarding overlap lengths. Therefore, PEAR can be used for merging sequences with varying fragment sizes.
### 7.4. RESULTS

<table>
<thead>
<tr>
<th></th>
<th>Merged</th>
<th>Correct [-]</th>
<th>Correct [%]</th>
<th>FPR [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>COPE (mode0)</td>
<td>31</td>
<td>23 065</td>
<td>99.87</td>
<td>0.13</td>
</tr>
<tr>
<td>FLASH</td>
<td>0</td>
<td>23 096</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>PANDAseq (default)</td>
<td>12 796</td>
<td>10 300</td>
<td>44.59</td>
<td>55.4</td>
</tr>
<tr>
<td>PANDAseq (-o = 10)</td>
<td>10 562</td>
<td>12 534</td>
<td>54.27</td>
<td>45.7</td>
</tr>
<tr>
<td>PEAR (test disabled)</td>
<td>8 184</td>
<td>14 912</td>
<td>64.57</td>
<td>35.4</td>
</tr>
<tr>
<td>PEAR (p-value=0.01)</td>
<td>8</td>
<td>23 088</td>
<td>99.96</td>
<td>0.03</td>
</tr>
<tr>
<td>PEAR (MAP=0.01)</td>
<td>33</td>
<td>23 063</td>
<td>99.86</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 7.1: Simulated data set of 100-bp paired-end reads with no overlaps (23 096 pairs).

<table>
<thead>
<tr>
<th></th>
<th>Merged</th>
<th>Correct [-]</th>
<th>Correct [%]</th>
<th>FPR [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>COPE (mode0)</td>
<td>5 755</td>
<td>5 709</td>
<td>22.86</td>
<td>0.80</td>
</tr>
<tr>
<td>FLASH</td>
<td>8 968</td>
<td>8 309</td>
<td>33.27</td>
<td>7.34</td>
</tr>
<tr>
<td>PANDAseq (default)</td>
<td>19 616</td>
<td>14 690</td>
<td>58.83</td>
<td>25.11</td>
</tr>
<tr>
<td>PANDAseq (-o = 10)</td>
<td>17 783</td>
<td>12 053</td>
<td>48.27</td>
<td>32.22</td>
</tr>
<tr>
<td>PEAR (test disabled)</td>
<td>19 691</td>
<td>17 112</td>
<td>68.53</td>
<td>13.10</td>
</tr>
<tr>
<td>PEAR (p-value=0.01)</td>
<td>9 365</td>
<td>9 315</td>
<td>37.31</td>
<td>0.53</td>
</tr>
<tr>
<td>PEAR (MAP=0.01)</td>
<td>10 080</td>
<td>10 015</td>
<td>40.11</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Table 7.2: Simulated data set of 100-bp paired-end reads with 10-bp mean overlaps (24 969 pairs).

PANDAseq performs equally well as PEAR for the majority of cases where the overlaps exceed 20-bp. However, its FPR increases with decreasing overlap size, regardless of the minimal overlap size setting. Furthermore, PANDAseq incorrectly merges 55.4% of the reads that do not overlap and 25.11% of the reads when the mean overlap is set to 10-bp. We will discuss the reasons for this behavior in subsection 7.4.5.

FLASH failed to merge the majority of reads for small overlap sizes, but exhibits low FPRs for merged sequences. FLASH merges reads by maximizing the fraction $f$ (number of matches to overlap size ratio). The default threshold of $f$ in FLASH is 0.75 and the default minimal overlap size ($\omega$) is 10. This setting can be shown to have a $p$-value of 0.00156 for merged reads by using the statistical test introduced in subsection 7.2.2 and replacing OES with $f$. However, overlaps that exclusively maximize $f$ might not yield cor-
<table>
<thead>
<tr>
<th></th>
<th>Merged</th>
<th>Correct [-]</th>
<th>Correct [%]</th>
<th>FPR [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>COPE(mode0)</td>
<td>9819</td>
<td>9750</td>
<td>37.71</td>
<td>0.70</td>
</tr>
<tr>
<td>FLASH</td>
<td>10917</td>
<td>10843</td>
<td>41.93</td>
<td>0.67</td>
</tr>
<tr>
<td>PANDAseq (default)</td>
<td>23136</td>
<td>21596</td>
<td>83.51</td>
<td>6.65</td>
</tr>
<tr>
<td>PANDAseq (-o = 10)</td>
<td>22736</td>
<td>20722</td>
<td>80.14</td>
<td>8.85</td>
</tr>
<tr>
<td>PEAR(test disabled)</td>
<td>24153</td>
<td>23386</td>
<td>90.44</td>
<td>3.16</td>
</tr>
<tr>
<td>PEAR(p-value=0.01)</td>
<td>18202</td>
<td>18115</td>
<td>70.06</td>
<td>0.48</td>
</tr>
<tr>
<td>PEAR(MAP=0.01)</td>
<td>19265</td>
<td>19165</td>
<td>74.12</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Table 7.3: Simulated data set of 100-bp paired-end reads with 20-bp mean overlaps (25,858 pairs).

<table>
<thead>
<tr>
<th></th>
<th>Merged</th>
<th>Correct [-]</th>
<th>Correct [%]</th>
<th>FPR [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>COPE(mode0)</td>
<td>11771</td>
<td>11693</td>
<td>43.27</td>
<td>0.66</td>
</tr>
<tr>
<td>FLASH</td>
<td>15603</td>
<td>15507</td>
<td>57.37</td>
<td>0.61</td>
</tr>
<tr>
<td>PANDAseq (default)</td>
<td>26068</td>
<td>25849</td>
<td>95.64</td>
<td>0.84</td>
</tr>
<tr>
<td>PANDAseq (-o = 10)</td>
<td>26267</td>
<td>26026</td>
<td>96.29</td>
<td>0.92</td>
</tr>
<tr>
<td>PEAR(test disabled)</td>
<td>26866</td>
<td>26712</td>
<td>98.84</td>
<td>0.57</td>
</tr>
<tr>
<td>PEAR(p-value=0.01)</td>
<td>25939</td>
<td>25833</td>
<td>95.59</td>
<td>0.41</td>
</tr>
<tr>
<td>PEAR(MAP=0.01)</td>
<td>26380</td>
<td>26273</td>
<td>97.21</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Table 7.4: Simulated data set of 100-bp paired-end reads with 35-bp mean overlaps (27,026 pairs).

rectly merged sequences. Let us consider two possible overlap sizes $\omega_1$ and $\omega_2$ for paired-end reads $x$ and $y$, where $\omega_1 < \omega_2$. As an example, we assume $\omega_1 := 10$ with 1 mismatch, $\omega_2 := 50$ with 6 mismatches, and a true overlap size of $\omega_2$. Then $f_{\omega_1} = 0.9 > f_{\omega_2} = 0.88$ and FLASH will choose the overlap of size $\omega_1$ as merged read. Because $OES_{\omega_1} = 9 < OES_{\omega_2} = 38$, PEAR will return the correct result. FLASH also requires the mean fragment length as input, which limits its applicability to datasets with uniform fragment length.

COPE, PANDAseq, and FLASH were unable to merge reads under application scenario C (see Figure 7.1) where the DNA fragment size is smaller than a single-end read (Table 7.6). PANDAseq incorrectly merges over one third of the reads in this scenario.
7.4. RESULTS

<table>
<thead>
<tr>
<th>Merged</th>
<th>Correct [-]</th>
<th>Correct [%]</th>
<th>FPR [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>COPE(mode0)</td>
<td>7915</td>
<td>7858</td>
<td>27.73</td>
</tr>
<tr>
<td>FLASH</td>
<td>20025</td>
<td>19940</td>
<td>70.36</td>
</tr>
<tr>
<td>PANDAseq (default)</td>
<td>27939</td>
<td>27834</td>
<td>98.21</td>
</tr>
<tr>
<td>PANDAseq (-o = 10)</td>
<td>28049</td>
<td>27944</td>
<td>98.61</td>
</tr>
<tr>
<td>PEAR(test disabled)</td>
<td>28335</td>
<td>28234</td>
<td>99.63</td>
</tr>
<tr>
<td>PEAR(p-value=0.01)</td>
<td>28288</td>
<td>28190</td>
<td>99.47</td>
</tr>
<tr>
<td>PEAR(MAP=0.01)</td>
<td>28329</td>
<td>28229</td>
<td>99.61</td>
</tr>
</tbody>
</table>

Table 7.5: Simulated data set of 100-bp paired-end reads with 50-bp mean overlaps (28339 pairs).

<table>
<thead>
<tr>
<th>Merged</th>
<th>Correct [-]</th>
<th>Correct [%]</th>
<th>FPR [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>COPE(mode0)</td>
<td>43</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>FLASH</td>
<td>44</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PANDAseq (default)</td>
<td>11417</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PANDAseq (-o = 10)</td>
<td>14146</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PEAR(test disabled)</td>
<td>33187</td>
<td>33071</td>
<td>99.56</td>
</tr>
<tr>
<td>PEAR(p-value=0.01)</td>
<td>33136</td>
<td>33022</td>
<td>99.41</td>
</tr>
<tr>
<td>PEAR(MAP=0.01)</td>
<td>33185</td>
<td>33071</td>
<td>99.56</td>
</tr>
</tbody>
</table>

Table 7.6: Simulated data set of 150-bp paired-end reads with 100-bp mean overlaps (33217 pairs).

7.4.2 Staphylococcus aureus genome data

We summarize the results in Table 7.7. All mergers work well in this setting. PANDAseq correctly merges the highest number of reads; PEAR about 2% fewer (stat. test disabled). Nonetheless, a quarter of the reads merged by PANDAseq were not mapped to the reference genome using Bowtie2. In contrast only 4.9% of the merged reads from PEAR could not be mapped. COPE merges fewer reads than PEAR and shows a lower FPR when the statistical test in PEAR is disabled. This is probably because COPE was specifically designed for such deep sequencing datasets.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Merged</th>
<th>Correct [-]</th>
<th>Correct [%]</th>
<th>FPR [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>COPE (full mode)</td>
<td>373,543</td>
<td>369,683</td>
<td>57.13</td>
<td>1.03</td>
</tr>
<tr>
<td>FLASH</td>
<td>369,276</td>
<td>361,663</td>
<td>55.89</td>
<td>2.06</td>
</tr>
<tr>
<td>PANDAseq (default)</td>
<td>534,839</td>
<td>418,747</td>
<td>64.72</td>
<td>21.71</td>
</tr>
<tr>
<td>PANDAseq (-o = 10)</td>
<td>533,618</td>
<td>407,477</td>
<td>62.97</td>
<td>23.64</td>
</tr>
<tr>
<td>PEAR (test disabled)</td>
<td>411,321</td>
<td>391,157</td>
<td>60.45</td>
<td>4.90</td>
</tr>
<tr>
<td>PEAR (p-value=0.01)</td>
<td>202,221</td>
<td>199,764</td>
<td>30.87</td>
<td>1.22</td>
</tr>
<tr>
<td>PEAR (MAP=0.01)</td>
<td>257,409</td>
<td>251,714</td>
<td>38.90</td>
<td>2.21</td>
</tr>
</tbody>
</table>

Table 7.7: 647,052 Paired-end reads with mean fragment size 180-bp and read length 101-bp (*Staphylococcus aureus* genome).

<table>
<thead>
<tr>
<th>Method</th>
<th>Merged</th>
<th>Correct [-]</th>
<th>FPR [%]</th>
<th>ER</th>
</tr>
</thead>
<tbody>
<tr>
<td>COPE (full mode)</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FLASH</td>
<td>660,984</td>
<td>660,030</td>
<td>0.14</td>
<td>0.459</td>
</tr>
<tr>
<td>PANDAseq (default)</td>
<td>660,593</td>
<td>657,602</td>
<td>0.45</td>
<td>0.433</td>
</tr>
<tr>
<td>PANDAseq (-o = 10)</td>
<td>660,522</td>
<td>657,609</td>
<td>0.44</td>
<td>0.430</td>
</tr>
<tr>
<td>PEAR (test disabled)</td>
<td>663,025</td>
<td>661,717</td>
<td>0.20</td>
<td>0.475</td>
</tr>
<tr>
<td>PEAR (p-value=0.01)</td>
<td>576,225</td>
<td>576,035</td>
<td>0.03</td>
<td>0.147</td>
</tr>
<tr>
<td>PEAR (MAP=0.01)</td>
<td>578,887</td>
<td>578,679</td>
<td>0.04</td>
<td>0.149</td>
</tr>
</tbody>
</table>

Table 7.8: Single template 198-bp sequence data set of 673,845 108-bp paired-end reads.

### 7.4.3 Single known sequence data

For this data set, PEAR merges the highest number of reads when the statistical test is disabled (Table 7.8). When setting \( p = 0.01 \) and using the test, fewer reads are merged, but only 0.03\% of the merged reads are false positives. Both, PANDAseq and FLASH, produce comparable results but with a slightly higher FPR. We executed COPE in full-mode (see subsection 7.3.1) on this data set. COPE did not merge any reads, however. The ER of the raw reads is 0.51. While the overlap size is only 18-bp, all mergers decrease the ER. Merged reads produced by FLASH and PANDAseq show ERs that are slightly lower than PEAR (statistical test disabled). However, PEAR yields 3 times lower ERs when the statistical test is enabled.
7.4.4 Run-time and Memory Requirement

To compare run times and speedups between PEAR and competing mergers we used the data set from subsection 7.3.3. We conducted experiments on an Intel Xeon X7560 4-processor machine with 8 cores each and a total of 32 cores. We excluded COPE from most experiments because it does not merge any reads for this dataset and because it has only been partially parallelized (only the \( k \)-mer computation is parallelized).

For the sake of fairness, we updated the three mergers to their latest versions at the time when this thesis was finalized. We used PEAR version 0.9.6 and disabled the empirical frequency option, PANDAseq version 2.8 with default parameters and FLASH version 1.2.11 with default parameters. We first tested the three mergers on the single template sequence data set. PEAR is much slower than PANDAseq and FLASH when a small number of cores were used (The sequential runtimes for the three mergers are: 147s, 14s, and 28s, respectively). However, while PEAR yields close to linear speedups, PANDAseq and FLASH perform poorly on speedups beyond 4 cores (see Figure 7.4). The runtime of PEAR is comparable to PANDAseq and FLASH when using 24 cores (13.5s, 10s, and 7s, respectively).

We then also tested PEAR, PANDAseq, and FLASH on a substantially larger data set of 36,504,800 101-bp long paired-end reads from the Human Chromosome 14 (data available at http://gage.cbcb.umd.edu/data). Using 24 cores, PEAR requires 165 seconds to finish, while PANDAseq and FLASH need 180 and 95 seconds, respectively.

7.4.5 Reasons for high false-positive rates in PANDASeq

PANDAseq merges reads by choosing the overlap \( C \), such that \( |C| \in [1, \min(|F|, |R|)) \) that maximizes

\[
\Pr[F, R | C] = \prod_{i=1...|C|} \Pr[F'_{i+f} = R'_i] \cdot (1/4)^{i+r},
\]

(7.1)

where \( F \) is the forward read sequence and \( R \) is the reverse read sequence. When the DNA fragment size exceeds the sum of the lengths of the reads (see Figure 7.1 case B), a merger should not merge the reads. According to Equation 7.1, PANDAseq will merge reads with an overlap \( C \), when:

\[
\prod_{i=1...|C|} \Pr[F'_{i+f} = R'_i] > (1/4)^{2|C|}.
\]

(7.2)

Assuming that the merged sequences are generated randomly with all base frequencies being equally likely with probability 0.25 and that all bases have
an equal error probability $e$, we can simplify Equation 7.2 to
\[
\Pr[X'_i = Y'_i | X_i = Y_i]^{[C]/4} \cdot \Pr[X'_i = Y'_i | X_i \neq Y_i]^{3[C]/4}
= ((1 - e)^2 + \frac{e^2}{3}) \cdot \left(\frac{2}{3}(1 - e)e + \frac{2}{9}e^2\right)^{3[C]/4} > \left(\frac{1}{4}\right)^{2[C]}.
\]
Solving the above inequality we obtain $e > 0.039$. In other words, when the bases have an average error probability that is larger than 0.039, PANDAseq will favor merging randomly generated sequences. Since the quality of Illumina reads decreases toward the end of the reads (Figure 7.2), PANDAseq will therefore incorrectly merge reads that do not overlap.

Figure 7.4: Parallel speedups of PEAR, FLASH and PANDAseq on the single template sequence data set.
7.5 Summary

We introduced PEAR, a new tool that produces highly accurate merged Illumina paired-end reads with low false-positive rates. It can merge paired-end read data sets under settings where most competing mergers fail. Furthermore, PEAR does neither require preprocessing nor quality control prior to merging. One main application is the merging of paired-end reads from data sets with varying DNA fragment sizes. We have also introduced a statistical test to evaluate the merged reads. Finally, PEAR scales well on most server and desktop architectures.
CHAPTER 8

Application of the PTP model to Phylogenetic Placements

The content of this Chapter has been partly derived from the following peer-reviewed publication:

Pavlos Pavlidis generated the simulated data sets used in section 8.3 and Paschalia Kapli’s contribution to the above publication is not included in this Chapter.

This Chapter further extends the PTP model to delimit species on NGS data. We introduce an open reference species delimitation approach that combines PTP with the EPA (EPA-PTP). We show that EPA-PTP not only yields more accurate results than de novo species delimitation methods, but also scales on large datasets because it relies on the parallel implementations of the EPA and RAxML, thereby allowing to delimit species on next generation sequencing (NGS) data in reasonable times.
DNA barcoding studies mostly rely on a single marker gene and are widely used for DNA taxonomy \cite{67, 175}. More recently, amplicon based metagenomic (metagenetic) studies that use next generation sequencing (NGS) technologies to perform mass parallel sequencing of barcoding genes, have been deployed to disentangle the structure of microbial communities \cite{19} and in metabarcoding biodiversity \cite{26} studies. A central analytical task in such studies is to classify molecular sequences into entities that correspond to species; this is commonly denoted as OTU-picking in metagenomic studies \cite{164}. The main goals of such methods are to identify known species and delimit new species \cite{175}.

Numerous approaches exist for associating anonymous reads/query sequences with known species, for instance, nearest-neighbor BLAST \cite{97} or the Naïve Bayesian Classifier \cite{180}. These methods use sequence similarity to associate reads with taxonomic ranks. Phylogeny-aware methods for identifying reads were introduced independently and simultaneously with the evolutionary placement algorithm (EPA \cite{10}) and pplacer \cite{103} (see section 3.4 for details). Instead of sequence similarity, they use the phylogenetic signal in the reference and query sequences to attain higher classification accuracy. Note that, obtaining a taxonomic classification from phylogenetic placements represents a difficult task, because phylogenies and taxonomies are frequently incongruent \cite{27}. Placement methods are similar to closed-reference OTU-picking \cite{12} or taxonomy-dependent methods \cite{149}. Their ability to associate query sequences with species depends on the completeness of the taxon sampling in the reference data \cite{107}. Closed-reference or taxonomy-dependent methods generally lack the ability to delimit new species, consequently they may underestimate the number of species and hence the diversity in the query sequences (see an example in Figure 8.1).

In order to identify new species, taxonomy-independent methods or de novo OTU-picking approaches are used to initially cluster sequences into so-called Molecular Operational Taxonomic Units (MOTUs) (see section 4.1). Then, one can use a representative sequence from each MOTU cluster and assign a taxonomic rank via taxonomy-dependent methods. While taxonomic assignments may still be inaccurate due to incomplete reference data, coarse-grain biodiversity estimates can be accurate when MOTUs are assigned to higher taxonomic ranks. De novo OTU-picking usually relies on unsupervised machine learning methods \cite{16, 44, 60} that cluster sequences based on, mostly arbitrary, sequence similarity thresholds \cite{128, 149}. As we have shown in section 4.5, MOTUs may correspond to species only when the so-
Figure 8.1: EPA may underestimate the number of species in an incomplete reference phylogeny. A, B, and C are closely-related species. If they are all present in the reference tree, the EPA will place the corresponding query sequences onto the three respective branches leading to A, B, and C. However, when B is missing, the EPA will place query sequences belonging to B into the branch leading to A. This will incorrectly classify the query sequences belonging to B and thus, underestimate the number of species. One can set a distance threshold for classifying the query sequences to the known species, however, such a distance threshold is hard to determine.

called barcoding gap is present and the sequence similarity thresholds were correctly set for the clustering algorithms.

The PTP model for species delimitation introduced in chapter 4 can delimit species that are consistent with the Phylogenetic Species Concept (PSC) [48]. However, high-throughput sequencing of barcoding genes can usually produce millions of sequences. Current phylogenetic tree inference software using a stand-alone server only scales to a few thousand sequences. In addition, it becomes increasing difficulty for PTP to find the maximum likelihood solution on large trees because the huge search space (see section 4.3). Thus directly apply PTP to NGS data is not feasible.

8.2 Species Delimitation using Phylogenetic Placements

We introduce an open reference species delimitation approach by integrating PTP with EPA (EPA-PTP). The EPA initially places a large number of query
sequences (short reads) into the branches of a given reference phylogeny. Thereafter, we execute PTP separately and independently for the query sequences assigned to each branch. This allows to annotate the branches of the reference tree by the number of species induced by the query sequences that were placed into each branch. The input of our pipeline is a reference alignment where each sequence represents one species and a reference phylogeny for that alignment.

The EPA-PTP pipeline is implemented in Python and relies on the ETE (python Environment for Tree Exploration) package [79] for tree manipulation and visualization. It is freely available at https://github.com/zhangjiajie/EPA-classifier.

Our pipeline executes the following steps:

1. Run UCHIME [47] against the reference alignment to remove chimeric query sequences.

2. Use EPA to place the query sequences onto the reference tree. Sequences that have a maximum placement likelihood weight of less than 0.5 (i.e., an uncertain placement, see [10] for details) are discarded.

3. For each branch in the reference tree, we extract the set of query sequences that have been placed into that branch and infer a tree on them using RAxML [160]. Because the PTP method requires a correctly rooted tree, we employ the following rooting strategy: If the branch leads to a tip, we extend the alignment of the query sequences to include the reference tree tip sequence and the reference sequence that is furthest away from the current tip. This most distant sequence is used as outgroup. Thereby, the tree will be rooted at the longest branch (see the discussion below). To analyze query sequence placements at internal branches we use the RAxML -g constraint tree option to obtain a rooted tree of the query sequences. The constraint tree consists of the bifurcating reference tree and a polytomy comprising the query sequences attached to the reference tree branch under consideration. The result of this constrained ML tree search is a resolved tree of query sequences that is attached to the reference tree branch. The attachment point is used as root.

4. Since we assume that the reference phylogeny is a species tree that reflects our knowledge about the speciation process and rate, we initially estimate $\lambda_s$ only once on the reference phylogeny. Thereafter, we apply PTP to each query sequence (one for each branch of the reference phylogeny).
phylogeny) tree to delimit species. Note that, in this scenario we will only need to estimate $\lambda_c$ since $\lambda_s$ is fixed.

5. When PTP is applied to a placement of query sequences on a terminal branch, those queries that are delimited as one species with the reference sequence at the tip will be taxonomically assigned to the species represented by this reference sequence. Otherwise, they are identified as new species in the reference tree.

For the sake of comparison, we have also developed another pipeline that integrates a soft threshold clustering method CROP [70] with EPA (EPA-CROP). The method works analogously as EPA-PTP, with the only difference that CROP is used instead of PTP to calculate the number of MOTUs for each placement.

8.3 Experimental settings

8.3.1 Simulated Datasets

We used the same simulated data sets as described in subsection 4.4.2 in order to compare our open reference approaches to the \textit{de novo} OTU-picking methods. In each simulated alignment, we randomly selected one individual sequence per species as reference sequence and treated the remaining sequences (of that species) as query sequences. To assess the impact of incomplete reference trees on species delimitations, we randomly removed up to 50\% of the reference sequences. We deployed the same metrics (NMI) as in subsection 4.4.2 to quantify delimitation accuracy.

8.3.2 Arthropod Meta-barcoding Dataset

This data set contains 673 full-length COI arthropod sequences with a length of 658 bp. The sequences were obtained via PCR-amplification and Sanger-sequencing. Subsequently, these 673 sequences were re-sequenced with a 454-sequencer to generate a total of 133,057 short reads [189]. Using the Sanger data as reference, Yu et al. [189] developed meta-barcoding protocols that use the 454-reads to unravel the diversity in the reference data. The authors use a multi-step OTU-picking procedure with different similarity thresholds for clustering the 454 reads and the full-length reference sequences. The method clustered the 673 sequences into 547 MOTUs. The OTU-picking results for the 454 data are summarized in Table 8.13. Our PTP model finds 545 putative species in the 673 full-length sequences when directly applied
to the phylogenetic reference tree. To ensure comparability of results, we used the 547 MOTUs identified in the original study to build a reference tree and reference alignment for testing the EPA-PTP and EPA-CROP pipelines. Initially, we aligned 454 sequences with a length exceeding 100bp to these 547 reference sequences with HMMER [42]. Yu et al. [189] initially blasted the 454-MOTU (obtained via three alternative clustering methods) to the Sanger-MOTUs using a threshold of $10^{-10}$ and 97% minimum similarity. The Sanger-MOTUs that did not match any of the 454-MOTUs are called ‘dropouts’ by the authors. Inversely, 454-MOTUs that did not match Sanger-MOTUs are called ‘no-matches’.

Analogously, in our pipelines, when the delimited species from 454 sequence placements contain one of the full-length reference sequences (see step 4 in section 8.2), we consider this as a ‘match’. Further, we denote a full-length reference sequence that is not included in any short read placement delimitation as ‘dropout’. Finally, we call a short read placement that is delimited as a new species (i.e., does not contain a reference sequence) as ‘no-match’.

8.4 Results

8.4.1 Results for Simulated Datasets

By combining EPA with PTP (or CROP) and applying it to simulated data as described in subsection 4.4.2, we can substantially improve the delimitation accuracy on simulated data (Table 8.1 - Table 8.3, and Table 8.7 - Table 8.9).

When the reference phylogeny includes more than 70% of the reference data, EPA-PTP outperforms all competing approaches, including stand-alone PTP. EPA-PTP outperforms PTP even when the reference phylogeny contains only 50% of the simulated reference data for $b' \leq 20$ ($b'$ is the scaled birth rate per substitution event, see subsection 4.4.2). With increasing $b'$, the reference data needs to be more complete for EPA-PTP to outperform PTP. This is because with increasing $b'$, internal branch lengths tend to get shorter and the EPA placement accuracy decreases. Hence, more data is needed to obtain accurate placements. Note that, under extremely high speciation rates, EPA-PTP performs worse than PTP. The estimation errors may be due to (i) discarding sequences with low likelihood weights, (ii) errors in phylogenetic inferences, or (iii) PTP heuristics failing to find the maximum likelihood species delimitation.

The results for the EPA-CROP pipeline are shown in Tables 8.4 - 8.6 and Tables 8.10 - 8.12. EPA-CROP outperforms the stand-alone version of
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CROP, but the results are worse than for EPA-PTP.

<table>
<thead>
<tr>
<th>$b'$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full ref.</td>
<td>0.989</td>
<td>0.978</td>
<td>0.962</td>
<td>0.933</td>
<td>0.884</td>
<td>0.836</td>
<td>0.930</td>
</tr>
<tr>
<td>90% ref.</td>
<td>0.984</td>
<td>0.972</td>
<td>0.955</td>
<td>0.925</td>
<td>0.876</td>
<td>0.830</td>
<td>0.923</td>
</tr>
<tr>
<td>80% ref.</td>
<td>0.976</td>
<td>0.966</td>
<td>0.949</td>
<td>0.921</td>
<td>0.872</td>
<td>0.823</td>
<td>0.917</td>
</tr>
<tr>
<td>70% ref.</td>
<td>0.971</td>
<td>0.959</td>
<td>0.943</td>
<td>0.912</td>
<td>0.868</td>
<td>0.816</td>
<td>0.911</td>
</tr>
<tr>
<td>60% ref.</td>
<td>0.966</td>
<td>0.956</td>
<td>0.939</td>
<td>0.908</td>
<td>0.860</td>
<td>0.805</td>
<td>0.905</td>
</tr>
<tr>
<td>50% ref.</td>
<td>0.962</td>
<td>0.950</td>
<td>0.934</td>
<td>0.904</td>
<td>0.853</td>
<td>0.787</td>
<td>0.898</td>
</tr>
</tbody>
</table>

Table 8.1: Species delimitation accuracy (measured in NMI) on simulated, evenly sampled data using the EPA-PTP pipeline with a sequence length 1000-bp

<table>
<thead>
<tr>
<th>$b'$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full ref.</td>
<td>0.986</td>
<td>0.973</td>
<td>0.956</td>
<td>0.927</td>
<td>0.873</td>
<td>0.822</td>
<td>0.922</td>
</tr>
<tr>
<td>90% ref.</td>
<td>0.976</td>
<td>0.962</td>
<td>0.947</td>
<td>0.918</td>
<td>0.865</td>
<td>0.812</td>
<td>0.913</td>
</tr>
<tr>
<td>80% ref.</td>
<td>0.967</td>
<td>0.954</td>
<td>0.935</td>
<td>0.908</td>
<td>0.858</td>
<td>0.805</td>
<td>0.904</td>
</tr>
<tr>
<td>70% ref.</td>
<td>0.957</td>
<td>0.942</td>
<td>0.925</td>
<td>0.896</td>
<td>0.843</td>
<td>0.784</td>
<td>0.891</td>
</tr>
<tr>
<td>60% ref.</td>
<td>0.951</td>
<td>0.935</td>
<td>0.916</td>
<td>0.881</td>
<td>0.829</td>
<td>0.780</td>
<td>0.882</td>
</tr>
<tr>
<td>50% ref.</td>
<td>0.941</td>
<td>0.928</td>
<td>0.900</td>
<td>0.865</td>
<td>0.812</td>
<td>0.752</td>
<td>0.866</td>
</tr>
</tbody>
</table>

Table 8.2: Species delimitation accuracy (measured in NMI) on simulated, evenly sampled data using the EPA-PTP pipeline with a sequence length 500-bp

8.4.2 Results for Arthropod Meta-barcoding Dataset

On the Arthropod meta-barcoding data, the EPA-PTP pipeline yields substantially better results than the multi-step OTU-picking pipeline used in the original publication (Table 8.13). When the complete full-length reference sequence tree is used, the EPA-PTP pipeline shows substantially lower 'dropout' and 'no-match' rates. It recovers 12.5% more species with respect to the reference data which represents an improvement of over 50%. Here, we apply an analogous criterion as in the original study where at least 2 reads need to be contained in an OTU cluster for it to be considered. In our
Table 8.3: Species delimitation accuracy (measured in NMI) on simulated, evenly sampled data using the EPA-PTP pipeline with a sequence length 250-bp

<table>
<thead>
<tr>
<th>b'</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full ref.</td>
<td>0.978</td>
<td>0.968</td>
<td>0.949</td>
<td>0.918</td>
<td>0.863</td>
<td>0.811</td>
<td>0.914</td>
</tr>
<tr>
<td>90% ref.</td>
<td>0.967</td>
<td>0.955</td>
<td>0.935</td>
<td>0.907</td>
<td>0.854</td>
<td>0.800</td>
<td>0.903</td>
</tr>
<tr>
<td>80% ref.</td>
<td>0.956</td>
<td>0.944</td>
<td>0.926</td>
<td>0.895</td>
<td>0.846</td>
<td>0.786</td>
<td>0.892</td>
</tr>
<tr>
<td>70% ref.</td>
<td>0.942</td>
<td>0.926</td>
<td>0.912</td>
<td>0.880</td>
<td>0.830</td>
<td>0.773</td>
<td>0.877</td>
</tr>
<tr>
<td>60% ref.</td>
<td>0.927</td>
<td>0.911</td>
<td>0.893</td>
<td>0.861</td>
<td>0.813</td>
<td>0.755</td>
<td>0.860</td>
</tr>
<tr>
<td>50% ref.</td>
<td>0.909</td>
<td>0.891</td>
<td>0.871</td>
<td>0.838</td>
<td>0.784</td>
<td>0.732</td>
<td>0.837</td>
</tr>
</tbody>
</table>

Table 8.4: Species delimitation accuracy (measured in NMI) on simulated, evenly sampled data using the EPA-CROP pipeline with a sequence length 1000-bp

<table>
<thead>
<tr>
<th>b'</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full ref.</td>
<td>0.986</td>
<td>0.971</td>
<td>0.950</td>
<td>0.907</td>
<td>0.839</td>
<td>0.759</td>
<td>0.902</td>
</tr>
<tr>
<td>90% ref.</td>
<td>0.974</td>
<td>0.959</td>
<td>0.940</td>
<td>0.896</td>
<td>0.831</td>
<td>0.750</td>
<td>0.891</td>
</tr>
<tr>
<td>80% ref.</td>
<td>0.963</td>
<td>0.949</td>
<td>0.929</td>
<td>0.890</td>
<td>0.825</td>
<td>0.735</td>
<td>0.881</td>
</tr>
<tr>
<td>70% ref.</td>
<td>0.951</td>
<td>0.938</td>
<td>0.916</td>
<td>0.870</td>
<td>0.811</td>
<td>0.728</td>
<td>0.869</td>
</tr>
<tr>
<td>60% ref.</td>
<td>0.947</td>
<td>0.929</td>
<td>0.904</td>
<td>0.859</td>
<td>0.791</td>
<td>0.712</td>
<td>0.857</td>
</tr>
<tr>
<td>50% ref.</td>
<td>0.941</td>
<td>0.917</td>
<td>0.887</td>
<td>0.839</td>
<td>0.770</td>
<td>0.694</td>
<td>0.841</td>
</tr>
</tbody>
</table>

case >= 2 reads need to be contained in a species delimitation. If an OTU cluster or species delimitation only contains one read, it is highly likely that it represents a sequencing error. However, the availability of the complete reference data set is not granted for most meta-barcode analyses. Thus, as for the simulated data, we randomly removed up to 50% of the reference sequences, and re-ran our pipelines. We then calculated the ratios between the number of species estimated on the reduced reference data relative to the number of species estimated on the complete reference data. The results are shown in Figure 8.2. When species are delimited with taxonomy-dependent approaches such as the EPA, the number of estimated species is expected to decrease with the number of species in the reference data. When combined with PTP (using >= 5 reads per delimitation as cutoff), EPA-PTP yields stable diversity estimates, irrespective of the completeness of the reference
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<table>
<thead>
<tr>
<th>$b'$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full ref.</td>
<td>0.978</td>
<td>0.957</td>
<td>0.924</td>
<td>0.874</td>
<td>0.777</td>
<td>0.686</td>
<td>0.866</td>
</tr>
<tr>
<td>90% ref.</td>
<td>0.968</td>
<td>0.948</td>
<td>0.916</td>
<td>0.856</td>
<td>0.770</td>
<td>0.681</td>
<td>0.856</td>
</tr>
<tr>
<td>80% ref.</td>
<td>0.955</td>
<td>0.932</td>
<td>0.903</td>
<td>0.854</td>
<td>0.764</td>
<td>0.670</td>
<td>0.846</td>
</tr>
<tr>
<td>70% ref.</td>
<td>0.942</td>
<td>0.923</td>
<td>0.894</td>
<td>0.835</td>
<td>0.749</td>
<td>0.648</td>
<td>0.831</td>
</tr>
<tr>
<td>60% ref.</td>
<td>0.933</td>
<td>0.909</td>
<td>0.873</td>
<td>0.820</td>
<td>0.733</td>
<td>0.649</td>
<td>0.819</td>
</tr>
<tr>
<td>50% ref.</td>
<td>0.918</td>
<td>0.899</td>
<td>0.856</td>
<td>0.799</td>
<td>0.721</td>
<td>0.628</td>
<td>0.803</td>
</tr>
</tbody>
</table>

Table 8.5: Species delimitation accuracy (measured in NMI) on simulated, evenly sampled data using the EPA-CROP pipeline with a sequence length 500-bp

<table>
<thead>
<tr>
<th>$b'$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full ref.</td>
<td>0.957</td>
<td>0.934</td>
<td>0.877</td>
<td>0.798</td>
<td>0.683</td>
<td>0.564</td>
<td>0.802</td>
</tr>
<tr>
<td>90% ref.</td>
<td>0.945</td>
<td>0.923</td>
<td>0.872</td>
<td>0.788</td>
<td>0.674</td>
<td>0.565</td>
<td>0.794</td>
</tr>
<tr>
<td>80% ref.</td>
<td>0.934</td>
<td>0.904</td>
<td>0.859</td>
<td>0.784</td>
<td>0.660</td>
<td>0.554</td>
<td>0.782</td>
</tr>
<tr>
<td>70% ref.</td>
<td>0.921</td>
<td>0.901</td>
<td>0.839</td>
<td>0.768</td>
<td>0.653</td>
<td>0.563</td>
<td>0.774</td>
</tr>
<tr>
<td>60% ref.</td>
<td>0.907</td>
<td>0.876</td>
<td>0.834</td>
<td>0.758</td>
<td>0.647</td>
<td>0.543</td>
<td>0.760</td>
</tr>
<tr>
<td>50% ref.</td>
<td>0.886</td>
<td>0.869</td>
<td>0.812</td>
<td>0.735</td>
<td>0.643</td>
<td>0.549</td>
<td>0.749</td>
</tr>
</tbody>
</table>

Table 8.6: Species delimitation accuracy (measured in NMI) on simulated, evenly sampled data using the EPA-CROP pipeline with a sequence length 250-bp

phylogeny. EPA-CROP also yields better results than the multi-step OTU-picking pipeline and stand-alone CROP. The results are slightly worse than for EPA-PTP (Table 8.14).
### Table 8.7: Species delimitation accuracy (measured in NMI) on simulated, unevenly sampled data using the EPA-PTP pipeline with a sequence length 1000-bp

<table>
<thead>
<tr>
<th>$b'$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full ref.</td>
<td>0.962</td>
<td>0.948</td>
<td>0.923</td>
<td>0.893</td>
<td>0.836</td>
<td>0.791</td>
<td>0.892</td>
</tr>
<tr>
<td>90% ref.</td>
<td>0.958</td>
<td>0.945</td>
<td>0.920</td>
<td>0.889</td>
<td>0.835</td>
<td>0.789</td>
<td>0.889</td>
</tr>
<tr>
<td>80% ref.</td>
<td>0.951</td>
<td>0.940</td>
<td>0.917</td>
<td>0.884</td>
<td>0.830</td>
<td>0.778</td>
<td>0.883</td>
</tr>
<tr>
<td>70% ref.</td>
<td>0.948</td>
<td>0.935</td>
<td>0.913</td>
<td>0.882</td>
<td>0.829</td>
<td>0.775</td>
<td>0.880</td>
</tr>
<tr>
<td>60% ref.</td>
<td>0.940</td>
<td>0.925</td>
<td>0.908</td>
<td>0.880</td>
<td>0.824</td>
<td>0.773</td>
<td>0.875</td>
</tr>
<tr>
<td>50% ref.</td>
<td>0.936</td>
<td>0.925</td>
<td>0.899</td>
<td>0.878</td>
<td>0.820</td>
<td>0.762</td>
<td>0.870</td>
</tr>
</tbody>
</table>

### Table 8.8: Species delimitation accuracy (measured in NMI) on simulated, unevenly sampled data using the EPA-PTP pipeline with a sequence length 500-bp

<table>
<thead>
<tr>
<th>$b'$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full ref.</td>
<td>0.968</td>
<td>0.956</td>
<td>0.931</td>
<td>0.899</td>
<td>0.832</td>
<td>0.776</td>
<td>0.893</td>
</tr>
<tr>
<td>90% ref.</td>
<td>0.966</td>
<td>0.953</td>
<td>0.925</td>
<td>0.894</td>
<td>0.829</td>
<td>0.768</td>
<td>0.889</td>
</tr>
<tr>
<td>80% ref.</td>
<td>0.957</td>
<td>0.943</td>
<td>0.920</td>
<td>0.891</td>
<td>0.822</td>
<td>0.762</td>
<td>0.882</td>
</tr>
<tr>
<td>70% ref.</td>
<td>0.951</td>
<td>0.938</td>
<td>0.918</td>
<td>0.883</td>
<td>0.814</td>
<td>0.750</td>
<td>0.875</td>
</tr>
<tr>
<td>60% ref.</td>
<td>0.940</td>
<td>0.930</td>
<td>0.950</td>
<td>0.868</td>
<td>0.815</td>
<td>0.733</td>
<td>0.844</td>
</tr>
<tr>
<td>50% ref.</td>
<td>0.934</td>
<td>0.920</td>
<td>0.897</td>
<td>0.856</td>
<td>0.801</td>
<td>0.724</td>
<td>0.855</td>
</tr>
</tbody>
</table>

### Table 8.9: Species delimitation accuracy (measured in NMI) on simulated, unevenly sampled data using the EPA-PTP pipeline with a sequence length 250-bp

<table>
<thead>
<tr>
<th>$b'$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full ref.</td>
<td>0.968</td>
<td>0.954</td>
<td>0.924</td>
<td>0.890</td>
<td>0.819</td>
<td>0.758</td>
<td>0.885</td>
</tr>
<tr>
<td>90% ref.</td>
<td>0.960</td>
<td>0.946</td>
<td>0.917</td>
<td>0.881</td>
<td>0.813</td>
<td>0.750</td>
<td>0.877</td>
</tr>
<tr>
<td>80% ref.</td>
<td>0.950</td>
<td>0.935</td>
<td>0.911</td>
<td>0.867</td>
<td>0.805</td>
<td>0.739</td>
<td>0.867</td>
</tr>
<tr>
<td>70% ref.</td>
<td>0.942</td>
<td>0.925</td>
<td>0.902</td>
<td>0.861</td>
<td>0.796</td>
<td>0.724</td>
<td>0.858</td>
</tr>
<tr>
<td>60% ref.</td>
<td>0.927</td>
<td>0.917</td>
<td>0.888</td>
<td>0.843</td>
<td>0.785</td>
<td>0.706</td>
<td>0.844</td>
</tr>
<tr>
<td>50% ref.</td>
<td>0.922</td>
<td>0.890</td>
<td>0.870</td>
<td>0.833</td>
<td>0.765</td>
<td>0.685</td>
<td>0.828</td>
</tr>
</tbody>
</table>
### 8.4. RESULTS

Table 8.10: Species delimitation accuracy (measured in NMI) on simulated, unevenly sampled data using the EPA-CROP pipeline with a sequence length 1000-bp

<table>
<thead>
<tr>
<th>$b'$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full ref.</td>
<td>0.967</td>
<td>0.953</td>
<td>0.923</td>
<td>0.876</td>
<td>0.796</td>
<td>0.716</td>
<td>0.871</td>
</tr>
<tr>
<td>90% ref.</td>
<td>0.966</td>
<td>0.950</td>
<td>0.923</td>
<td>0.874</td>
<td>0.792</td>
<td>0.710</td>
<td>0.869</td>
</tr>
<tr>
<td>80% ref.</td>
<td>0.959</td>
<td>0.942</td>
<td>0.915</td>
<td>0.868</td>
<td>0.783</td>
<td>0.705</td>
<td>0.862</td>
</tr>
<tr>
<td>70% ref.</td>
<td>0.951</td>
<td>0.937</td>
<td>0.910</td>
<td>0.861</td>
<td>0.779</td>
<td>0.693</td>
<td>0.855</td>
</tr>
<tr>
<td>60% ref.</td>
<td>0.948</td>
<td>0.934</td>
<td>0.902</td>
<td>0.850</td>
<td>0.774</td>
<td>0.690</td>
<td>0.849</td>
</tr>
<tr>
<td>50% ref.</td>
<td>0.949</td>
<td>0.922</td>
<td>0.891</td>
<td>0.826</td>
<td>0.767</td>
<td>0.679</td>
<td>0.839</td>
</tr>
</tbody>
</table>

Table 8.11: Species delimitation accuracy (measured in NMI) on simulated, unevenly sampled data using the EPA-CROP pipeline with a sequence length 500-bp

<table>
<thead>
<tr>
<th>$b'$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full ref.</td>
<td>0.962</td>
<td>0.941</td>
<td>0.899</td>
<td>0.843</td>
<td>0.742</td>
<td>0.651</td>
<td>0.839</td>
</tr>
<tr>
<td>90% ref.</td>
<td>0.957</td>
<td>0.937</td>
<td>0.897</td>
<td>0.836</td>
<td>0.732</td>
<td>0.635</td>
<td>0.832</td>
</tr>
<tr>
<td>80% ref.</td>
<td>0.950</td>
<td>0.930</td>
<td>0.885</td>
<td>0.826</td>
<td>0.733</td>
<td>0.639</td>
<td>0.827</td>
</tr>
<tr>
<td>70% ref.</td>
<td>0.942</td>
<td>0.925</td>
<td>0.884</td>
<td>0.824</td>
<td>0.714</td>
<td>0.619</td>
<td>0.818</td>
</tr>
<tr>
<td>60% ref.</td>
<td>0.930</td>
<td>0.917</td>
<td>0.871</td>
<td>0.815</td>
<td>0.713</td>
<td>0.615</td>
<td>0.810</td>
</tr>
<tr>
<td>50% ref.</td>
<td>0.919</td>
<td>0.901</td>
<td>0.854</td>
<td>0.781</td>
<td>0.692</td>
<td>0.591</td>
<td>0.789</td>
</tr>
</tbody>
</table>

Table 8.12: Species delimitation accuracy (measured in NMI) on simulated, unevenly sampled data using the EPA-CROP pipeline with a sequence length 250-bp

<table>
<thead>
<tr>
<th>$b'$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full ref.</td>
<td>0.945</td>
<td>0.922</td>
<td>0.855</td>
<td>0.770</td>
<td>0.647</td>
<td>0.539</td>
<td>0.779</td>
</tr>
<tr>
<td>90% ref.</td>
<td>0.935</td>
<td>0.905</td>
<td>0.850</td>
<td>0.766</td>
<td>0.640</td>
<td>0.537</td>
<td>0.772</td>
</tr>
<tr>
<td>80% ref.</td>
<td>0.925</td>
<td>0.897</td>
<td>0.829</td>
<td>0.740</td>
<td>0.631</td>
<td>0.524</td>
<td>0.757</td>
</tr>
<tr>
<td>70% ref.</td>
<td>0.914</td>
<td>0.887</td>
<td>0.833</td>
<td>0.746</td>
<td>0.640</td>
<td>0.522</td>
<td>0.757</td>
</tr>
<tr>
<td>60% ref.</td>
<td>0.901</td>
<td>0.870</td>
<td>0.809</td>
<td>0.743</td>
<td>0.610</td>
<td>0.532</td>
<td>0.744</td>
</tr>
<tr>
<td>50% ref.</td>
<td>0.891</td>
<td>0.859</td>
<td>0.799</td>
<td>0.704</td>
<td>0.610</td>
<td>0.508</td>
<td>0.728</td>
</tr>
</tbody>
</table>
### Table 8.13: Arthropod data set: Number of estimated MOTUs and species for the complete reference data and tree. Sanger data (the reference data set) has a total of 547 MOTUs. The '-' indicates that the number is not available in the original publication.

<table>
<thead>
<tr>
<th></th>
<th>OTU-picking</th>
<th>EPA-PTP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No.</td>
<td>drop-</td>
</tr>
<tr>
<td></td>
<td>cluster</td>
<td>out</td>
</tr>
<tr>
<td>&gt;= 1 reads</td>
<td>973</td>
<td>19%</td>
</tr>
<tr>
<td>&gt;= 2 reads</td>
<td>602</td>
<td>24%</td>
</tr>
<tr>
<td>&gt;= 5 reads</td>
<td>-</td>
<td>36%</td>
</tr>
</tbody>
</table>

### Table 8.14: Arthropod data set: Number of estimated OTUs and species for the complete reference data and tree using CROP. Sanger data (the reference data set) has a total of 547 OTUs.

<table>
<thead>
<tr>
<th></th>
<th>CROP stand alone</th>
<th>EPA-CROP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No.</td>
<td>drop- out</td>
</tr>
<tr>
<td></td>
<td>cluster</td>
<td></td>
</tr>
<tr>
<td>&gt;= 1 reads</td>
<td>671</td>
<td>33.6%</td>
</tr>
<tr>
<td>&gt;= 2 reads</td>
<td>465</td>
<td>37.7%</td>
</tr>
<tr>
<td>&gt;= 5 reads</td>
<td>349</td>
<td>44.6%</td>
</tr>
</tbody>
</table>
8.4. RESULTS

Figure 8.2: Number of estimated species on incomplete reference trees.
8.5 Summary

The EPA-PTP pipeline represents the first integrated approach for analyzing metagenetic data that combines the phylogenetic placement algorithm with an explicit statistical criterion for species delimitation. On a representative empirical dataset, our pipeline yields a substantially more accurate diversity estimate than traditional OTU-picking methods. Using simulated data, we show that, open-reference based approaches can improve delimitation accuracy compared to de novo approaches. More importantly, the EPA-PTP pipeline allows for applying a widely accepted species concept to metagenetic data, where millions of sequences need to be processed.
CHAPTER 9

Conclusion and Future Work

This final chapter provides the conclusion of the thesis and lists potential directions for future research.

9.1 Conclusion

This thesis introduced several novel models and algorithms for phylogenetic marker analysis. Our methods cover species delimitation (PTP, chapter 4 and chapter 5), data visualization (PhyloMap, chapter 6), NGS data processing (PEAR, chapter 7) and metagenetic data analysis (EPA-PTP, chapter 8).

The PTP model conducts species delimitations on single-locus data. Our simulations show that PTP generally outperforms other methods for species delimitation. It is also easier to use than a popular alternative method - the GMYC model. The Bayesian PTP extension further improves the likelihood search and provides reliable delimitation confidence measures. We also make the PTP available through a web server.

The PTP model models nucleotide substitution directly, in contrast to classical models such as Birth-Death Process (BDP), that model time. This gives PTP a few advantages over BDP. First, chronological data is usually difficult to acquire while nucleotide substitutions are directly observable. Second, PTP greatly simplifies the models based on BDP, in the sense that, it does not depend on molecular clock assumptions. And finally, substitution models are well established and many related tools have been optimized, so there is a good foundation for applying PTP.
By combing ordination with PTP, we developed a new method, PhyloMap, for visualizing large phylogenetic marker data sets. The key contribution of PhyloMap is its mapping algorithm that overlaps two types of data representation.

PEAR is currently one of the most accurate paired-end read mergers, it utilizes all the information available from Illumina raw reads data and works well under all overlap scenarios. PEAR also implemented a statistical test that greatly reduces false-positive merges. We showed that, PEAR consistently produces higher quality and more reliable results than all other state-of-the-art mergers.

Finally, The EPA-PTP is the first phylogeny-aware pipeline for analyzing metagenetic data that offers an explicit statistical criterion for species delimitation. It allows PTP be applied to massive NGS data and improves species delimitation accuracy where “good” reference data sets are available.

9.2 Future Work

9.2.1 PTP

From a theoretical point of view, there are at least three directions that can be explored in the future. The first one is to study how PTP correspond to BDP and further extend the PTP model to better fit the data. Additional classes of Poisson tree processes (λ parameters) may be added to the model. However, this will be a challenge for the maximum likelihood search because of the huge search space. We can also allow the number of λ parameters to vary, thus the reversible-jump MCMC need to be introduced for the Bayesian version [188]. The second one is to integrate PTP with existing nucleotide substitution models to create a new family of models, because currently it is implicitly conditioned on the nucleotide substitution model for the maximum likelihood version, and marginalized over for the Bayesian version. The last one is to extend PTP to work on multi-locus data.

For the maximum likelihood version of PTP, the three heuristic algorithms should be more thoroughly tested with respect to their abilities to explore the likelihood landscape. One may consider to develop some more efficient heuristic algorithms based on the tree shape, because the search space is determined by the tree shape. Furthermore, the current PTP model is based on rooted trees, but it is possible to adapt it to unrooted trees if there exist more sophisticated search algorithms.

For the Bayesian PTP, it is important to evaluate other consensus functions [112] that can combine multiple partitions. Some consensus functions
can accommodate missing data, which will be important to extend PTP to multi-locus data. The Bayesian PTP is also lacking an automated convergence assessment procedure, which should ideally be developed by considering the tree shape as well.

It is unclear how species can be defined on viruses, however, we noticed that Castel et al. have applied GMYC and PTP to Hantaviruses [21]. Thus, it is tempting to apply species delimitation methods to other viruses, such as Influenza A viruses where massive amounts of data are available, and lineages are less well defined [193].

Finally, PTP is currently implemented in Python. In the future, it should be re-implemented in C or C++ to scale on larger trees and be able to compute more MCMC iterations.

### 9.2.2 PhyloMap

PhyloMap currently has a GUI that can display the results in two dimensions. It is straightforward to extend PhyloMap to 3D, which could add more information to the plot. The GUI should also provide functions to zoom in and zoom out to certain regions of the plot and re-compute the PhyloMap on demand. PhyloMap can also be applied to other types of data, such as the beta-diversity calculated by QIIME [18].

### 9.2.3 PEAR

PEAR is already well optimized, so there is little room for improvement. However, the memory buffer has to be set manually by the user, thus we intend to implement an automatic buffer size tuning routine in PEAR to maximize performance without user intervention.

Currently, PEAR can only perform very limited post-processing after merging. The post processing steps such as collapsing identical reads, fast clustering of similar reads, removing adapter sequences and splitting according to barcode tags are algorithmically trivial, but are essential steps for further analysis. Therefore, we are also planning to add post processing routines to PEAR.

### 9.2.4 EPA-PTP Pipeline

The EPA-PTP pipeline can only identify known species and delimit new species. It lacks the ability to assign new species to a higher taxonomic rank. Thus, future work should focus on an integrated approach for species delimitation and taxonomic assignment under the EPA framework. However,
this can be quite challenging. To start with, compiling a good reference data set is not trivial and well-studied references are rare. More importantly, the current taxonomy is not always consistent with the phylogeny. This situation is unlikely to change because some of the taxonomic ranks were not defined based on molecular sequences. However, there exist some approaches that try to correct the taxonomy based on phylogenetic markers [29, 105].

Compared to OTU-picking methods, EPA-PTP requires substantially more CPU time. While most OTU-picking methods can run on an off-the-shelf desktop computer, the EPA-PTP pipeline requires a multi-core server for analyzing large metagenetic datasets. There are several ways to improve EPA-PTP performance. First, the input reads can be pre-clustered to remove or combine very similar reads which might be due to sequencing errors. Second, the full reference tree may be divided into several smaller subtrees for a divide and conquer approach. Finally, as we have described in subsection 9.2.1, PTP can be further improved and re-implemented in C/C++.
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<thead>
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</tr>
<tr>
<td>NMI</td>
<td>Normalized Mutual Information</td>
</tr>
<tr>
<td>NNI</td>
<td>Nearest Neighbor Interexchange</td>
</tr>
<tr>
<td>MCMC</td>
<td>Markov Chain Monte Carlo</td>
</tr>
<tr>
<td>OES</td>
<td>Observed Expected alignment Score</td>
</tr>
<tr>
<td>OTU</td>
<td>Operational Taxonomic Unit</td>
</tr>
<tr>
<td>PTP</td>
<td>Poisson Tree Processes</td>
</tr>
<tr>
<td>PSC</td>
<td>Phylogenetic Species Concept</td>
</tr>
<tr>
<td>RNA</td>
<td>Ribonucleic Acid</td>
</tr>
<tr>
<td>SPR</td>
<td>Subtree Pruning and Regrafting</td>
</tr>
<tr>
<td>TBR</td>
<td>Tree Bisection and Reconnection</td>
</tr>
</tbody>
</table>
LIST OF ACRONYMS
Bibliography


